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This publication is aimed at:

• teachers and teacher educators;
• curriculum developers and test developers; 
• policy-makers and other stakeholders.

In response to a growing need expressed by the users of the CEFR, the 
Language Policy Division of the Council of Europe developed a manual and a set
of accompanying tools to be used to assist in linking local language examinations
to the common reference levels of language proficiency. This publication seeks to
complement these tools by providing a user-friendly introduction to the process,
targeting professionals with a stake in quality language testing who are not 
necessarily experts in testing and assessment.

Relating an examination or test to the CEFR can best be seen as a process of
"building an argument".  The publication presents five inter-related sets of procedures
that users are advised to follow in order to design a linking scheme in terms of 
self-contained, manageable activities.

For further information and materials relating to this publication, visit the website:
http://relex.ecml.at.

The Council of Europe has 47 member states, covering virtually the entire continent of Europe. It seeks
to develop common democratic and legal principles based on the European Convention on Human
Rights and other reference texts on the protection of individuals. Ever since it was founded in 1949, in
the aftermath of the second world war, the Council of Europe has symbolised reconciliation.
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PROMOTING EXCELLENCE IN LANGUAGE EDUCATION

The European Centre for Modern Languages (ECML) is an "Enlarged Partial Agreement"

of the Council of Europe to which thirty-four countries subscribe1. The institution focuses

on bridging the gap between language policy theory and classroom learning practice. 

In a period of unparalleled change and mobility, the Centre offers concrete approaches to

issues and challenges facing Europe’s culturally diverse societies.

The Centre seeks to make a positive difference to the language education profession by:

•  promoting innovative approaches;

•  advancing the quality of teaching and learning languages;

•  supporting the implementation of language education policies;

•  fostering dialogue between language education practitioners and decision-makers. 

ECML activities are complementary to those of the Council of Europe’s Language Policy

Division, responsible for the development of policies and planning tools in the field of 

language education, and the Secretariat of the European Charter for Regional or Minority

Languages.

***

The present series of publications results from the ECML 2008-2011 programme, entitled

Empowering language professionals: Competences – Networks – Impact – Quality. The

programme has taken place against a backdrop of major international political developments

in the sphere of education, where increasing demands are placed on the professional skills

of teachers. The profession is expected to contribute to national education reform processes

and face a wide range of challenges relating, among others, to standard-linked tuition, 

result-oriented assessment, greater autonomy of educational institutions and increasing

ethnic and cultural heterogeneity among students.

The publications illustrate the dedication and active involvement of all those who partici-

pated in a series of 24 international projects, particularly the teams who coordinated the

projects. 

All ECML publications and accompanying materials are available for download:

http://www.ecml.at/publications.

1The 34 member states of the Enlarged Partial Agreement of the ECML are: Albania, Andorra, Armenia,
Austria, Bosnia and Herzegovina, Bulgaria, Croatia, Cyprus, Czech Republic, Estonia, Finland, France,
Germany, Greece, Hungary, Iceland, Ireland, Latvia, Liechtenstein, Lithuania, Luxembourg, Malta, 
Montenegro, Netherlands, Norway, Poland, Romania, Slovak Republic, Slovenia, Spain, Sweden, 
Switzerland, "The former Yugoslav Republic of Macedonia", United Kingdom (status 30 June 2011).
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Foreword 

Waldemar Martyniuk 
Executive Director, European Centre for Modern Languages 
 
 
 

This publication is a result of RelEx – an ECML project on relating language 
examinations to the Common European Framework of Reference for Languages 
(CEFR) elaborated by the Council of Europe. Responding to a growing need of the 
users of the CEFR, the Language Policy Division of the Council of Europe has 
developed a manual and a set of accompanying tools to be used in order to establish a 
link between local language examinations and the common reference levels of 
language proficiency in a reliable and responsible way. One of the planned outputs of 
the RelEx project has been the production of a user friendly introduction to the Manual 
on relating language examinations to the CEFR. These Highlights from the Manual are 
aimed at policy makers, assessment experts at examination centres, curriculum 
developers, teacher trainers and other educationalists less familiar with the 
technicalities of the linking process. The message of the RelEx project has been that 
linking foreign language examinations to the CEFR is an activity worth doing. 
However, it is also stressed that linking requires several stages to be carried out with 
due care. 

The project team has found that an introduction to the Manual like the present one, 
which highlights the most important aspects of the linking process, can play a useful 
role in making the Manual better known to stakeholders. These Highlights have proved 
to be useful for teacher trainers participating in the project. Practising and future 
teachers are made aware that claims of links to the CEFR need to be validated. When 
considering using existing assessment instruments teachers can look for information 
and evidence for such validation. Teachers can also apply some of the procedures as 
outlined in (these Highlights from) the Manual when developing their own classroom-
based tests. 

The Highlights from the Manual have been used in workshops organised by the ECML 
with participants from all its member states. Participants have commented positively on 
their conciseness and their accessibility for the non-specialist. It must be noted that 
these Highlights have all been taken exclusively from the Manual, and that no text has 
been changed or added to, except in a few cases where a technical term has been 
explained.  

The ECML believes that this publication will constitute a useful new tool for linking 
assessment instruments of various kinds to the Common European Framework of 
Reference for Languages. Synergies also exist between this publication and other tools 
developed in this area by the Centre. The publication Pathways through assessing, 



 

  8

learning and teaching in the CEFR resulting from the ECML’s “Encouraging the 
culture of evaluation among professionals” (ECEP) project represents a complementary 
approach. Both publications are available for download from the ECML website, 
http://www.ecml.at. 
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Chapter 1: The CEFR and the Manual 

 

1.1. The aims of the Manual 
 

The primary aim of this Manual is to help the providers of examinations to develop, 
apply and report transparent, practical procedures in a cumulative process of continuing 
improvement in order to situate their examination(s) in relation to the Common 
European Framework of Reference for Languages (CEFR). The Manual is not the sole 
guide to linking a test to the CEFR and there is no compulsion on any institution to 
undertake such linking. However, institutions wishing to make claims about the 
relationship of their examinations to the levels of the CEFR may find the procedures 
helpful in demonstrating the validity of those claims.  

The approach developed in the Manual offers guidance to users on: 

 describing the examination coverage, administration and analysis procedures; 

 relating results reported from the examination to the CEFR common reference 
levels; 

 providing supporting evidence that reports the procedures followed to do so. 
 
Following the traditions of Council of Europe action in promoting language education, 
however, the Manual has wider aims to actively promote and facilitate co-operation 
among relevant institutions and experts in member countries. The Manual aims to: 

 contribute to competence building in the area of linking assessments to the 
CEFR; 

 encourage increased transparency on the part of examination providers; 

 encourage the development of both formal and informal national and 
international networks of institutions and experts. 

 
The Council of Europe’s Language Policy Division recommends that examination 
providers who use the suggested procedures, or other procedures to achieve the same 
ends, write up their experience in a report. Such reports should describe the use of 
procedures, discuss successes and difficulties, and provide evidence for the claims 
being made for the examination. Users are encouraged to write these reports in order 
to: 

 increase the transparency of the content of examinations (theoretical rationale, 
aims of examination, etc.); 

 increase the transparency of the intended level of examinations; 
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 give test takers, test users and teaching and testing professionals the opportunity 
to analyse the quality of an examination and of the claimed relation with the 
CEFR; 

 provide argumentation as to why some of the recommended procedures may not 
have been followed; 

 provide future researchers with a wider range of techniques to supplement those 
outlined in this Manual. 

 
It is important to note that while the Manual covers a broad range of activities, its aim 
is limited: 

 It provides a guide specifically focused on procedures involved in the 
justification of a claim that a certain examination or test is linked to the CEFR. 

 It does not provide a general guide to how to construct good language tests or 
examinations. There are several useful guides that do this, and they should be 
consulted.  

 It does not prescribe any single approach to constructing language tests. While 
the CEFR espouses an action-oriented approach to language learning, being 
comprehensive, it accepts that different examinations reflect various goals 
(“constructs”).  

 It does not require the test(s) to be specifically designed to assess proficiency in 
relation to the CEFR, though clearly exploitation of the CEFR during the 
process of training, task design, item writing and rating-scale development 
strengthens the content-related claim to linkage. 

 It does not provide a label, statement of validity or accreditation that any 
examination is linked to the CEFR. Any such claims and statements are the 
responsibility of the institution making them. There are professional 
associations concerned with standards and codes of practice (for example: the 
American Educational Research Association (AERA) (AERA/APA/NCME 
1999), EALTA (www.ealta.org) and the ALTE (www.alte.org)), which are a 
source of further support and advice on language testing and linking procedures.  

 
Despite the above, the earlier pilot Manual has in fact been consulted by examination 
authorities in many different ways:  

 to apply to an existing test that predates the CEFR and therefore without any 
clear link to it, in order to be able to report test results in relation to CEFR 
levels; 

 to corroborate the relationship of an existing test that predates the CEFR to the 
construct represented by the CEFR and to the levels of the CEFR;  
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 to corroborate the relationship to the CEFR of an existing test developed after 
the appearance of the CEFR but preceding the appearance of the Manual itself; 

 to inform the revision of an existing examination in order to relate it more 
closely to the CEFR construct and levels; 

 to assist schools to develop procedures to relate their assessments to the CEFR. 
 
In order to help users assess the relevance and the implications of the procedures for 
their own context, “reflection boxes” that summarise some of the main points and 
issues are included at the end of each chapter (“Users of the Manual may wish to 
consider …”), after the model used in the CEFR itself. 

To ensure coherence, the numbering system applied throughout the publication for 
tables, forms and diagrams reflects the references used in the Manual. 
 
 

1.2. The context of the Manual 
 

The Common European Framework of Reference for Languages has a very broad aim 
to provide:  

… a common basis for the elaboration of language syllabuses, curriculum guidelines, 
examinations, textbooks, etc. across Europe. It describes in a comprehensive way what 
language learners have to learn to do in order to use a language for communication and 
what knowledge and skills they have to develop so as to be able to act effectively. The 
description also covers the cultural context in which language is set. The Framework also 
defines levels of proficiency which allow learners’ progress to be measured at each stage 
of learning and on a life-long basis. 

Council of Europe 2001a: 1 
 
But the CEFR is also specifically concerned with testing and examinations, and it is 
here that the Manual is intended to provide support: 

One of the aims of the Framework is to help partners to describe the levels of proficiency 
required by existing standards, tests and examinations in order to facilitate comparisons 
between different systems of qualifications. For this purpose the Descriptive Scheme and 
the Common Reference Levels have been developed. Between them they provide a 
conceptual grid which users can exploit to describe their system. 

Council of Europe 2001a: 21 
 
The aim of the CEFR is to facilitate reflection, communication and networking in 
language education. The aim of any local strategy ought to be to meet needs in context. 
The key to linking the two into a coherent system is flexibility. The CEFR is a 
concertina-like reference tool that provides categories, levels and descriptors that 
educational professionals can merge or subdivide, elaborate or summarise − whilst still 
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relating to the common hierarchical structure. CEFR users are encouraged to adopt 
language activities, competences and proficiency stepping-stones that are appropriate to 
their local context, yet can be related to the greater scheme of things and thus 
communicated more easily to colleagues in other educational institutions and to other 
stakeholders like learners, parents and employers. 

Thus there is no need for there to be a conflict between, on the one hand, a common 
framework to organise education and facilitate such comparisons, and, on the other 
hand, the local strategies and decisions necessary to facilitate successful learning and 
set appropriate examinations in any given context. 

The mutual recognition of language qualifications awarded by all relevant bodies is a 
more complicated matter. The language assessment profession in Europe has very 
different traditions. At the one extreme there are examination providers who operate in 
the classical tradition of yearly examinations set by a board of experts and marked in 
relation to an intuitive understanding of the required standard. There are many contexts 
in which the examination or test leading to a significant qualification is set by the 
teacher or school staff rather than an external body, usually but not always under the 
supervision of a visiting expert. Then again there are many examinations that focus on 
the operationalisation of task specifications, with written criteria, marking schemes and 
examiner training to aid consistency, sometimes including and sometimes excluding 
some form of pretesting or empirical validation. Finally, at the other extreme, there are 
highly centralised examination systems in which primarily selected-response items 
measuring receptive skills drawn from item banks, sometimes supplemented by a 
productive (usually written) task, are used to determine competence and award 
qualifications. National policies, traditions and evaluation cultures as well as the 
policies, cultures and legitimate interests of language testing and examination bodies 
are factors that can constrain the common interest of mutual recognition of 
qualifications. However, it is in everybody’s best interests that good practices are 
applied in testing. 

Apart from the question of tradition, there is the question of competence and resources. 
Well-established institutions have, or can be expected to have, both the material and 
human resources to be able to develop and apply procedures reflecting best practice 
and to have proper training, quality assurance and control systems. In some contexts 
there is less experience and a less-informed assessment culture. There may be only 
limited familiarity with the networking and assessor-training techniques associated 
with standards-oriented educational assessment, which are a prerequisite for consistent 
performance assessment. On the other hand, there may be only limited familiarity with 
the qualitative and psychometric approaches that are a prerequisite for adequate test 
validation. Above all, there may be only limited familiarity with techniques for linking 
assessments, since most assessment communities are accustomed to working in 
isolation.  
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There is no suggestion that different examinations that have been linked to the CEFR 
by following procedures such as those proposed in the Manual could be considered to 
be in some way equivalent. Examinations vary in content and style, according to the 
needs of their context and the traditions of the pedagogic culture in which they are 
developed, so two examinations may both be “at Level B2” and yet differ considerably. 
Learners in two different contexts might gain very different scores on (a) an 
examination whose style and content they are familiar with and (b) an examination at 
the same level developed for a different context. Secondly, the fact that several 
examinations may be claimed to be “at Level B2” as a result of following procedures to 
link them to the CEFR, such as those suggested in this Manual, does not mean that 
those examinations are claimed to be exactly the same level. B2 represents a band of 
language proficiency that is quite wide; the “pass” cut-off level for the different 
examinations may be pitched at different points within that range, not all coinciding at 
exactly the same borderline between B1 and B2.  

Both curricula and examinations for language learning need to be developed for and 
adapted to the context in which they are to be used. The authors of the CEFR make it 
clear that the CEFR is in no way to be interpreted as a harmonisation project. It is not 
the intention of the CEFR to tell language professionals what their objectives should 
be. 

Neither is it the intention of the Manual to tell language professionals what their 
standards should be, or how they should prove linkage to them. Both the CEFR and the 
Manual share the aims of encouraging reflection, facilitating communication (between 
language professionals and between educational sectors) and providing a reference 
work listing processes and techniques. Member states and institutions concerned with 
language teaching and learning operate and co-operate autonomously; it is their 
privilege and responsibility to choose approaches appropriate to their purpose and 
context.  
 

Users of the Manual may wish to consider: 

 the relevance of the CEFR in their assessment and testing context; 

 the reasons for and aims of their application of the Manual; 

 the requirements that their specific context sets for the application of the 
Manual; 

 the parts of the Manual that are likely to be most relevant for them; 

 how they might report their results so as to contribute to the building of 
expertise in the area of linking. 
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Chapter 2: The linking process  

2.1. Approach adopted  
 

Relating an examination or test to the CEFR is a complex endeavour. The existence of 
a relationship between the examination and the CEFR is not a simple observable fact, 
but is an assertion for which the examination provider needs to provide both theoretical 
and empirical evidence. The procedure by which such evidence is obtained is in fact 
the “validation of the claim”.  

Relating (linking) examinations or tests to the CEFR presupposes standard setting, 
which can be defined as a process of establishing one or more cut scores on 
examinations. These cut scores divide the distribution of examinees’ test performances 
into two or more CEFR levels.  

Appropriate standards can be best guaranteed if the due process of standard setting is 
attended to from the beginning. Standard setting involves decision making which 
requires high-quality data and rigorous work. As these decisions may have important 
consequences, they need to be fair, open, valid, efficient and defensible. This can be 
facilitated by the use of well-tried systematic processes and explicit criteria.  

In standard setting, it is usual to refer to content standards and performance standards. 
Content standards describe the content domain from which the examination can be or 
has been constructed. Very frequently this description refers to performance levels. 
Such descriptions are by necessity general and usually formulated in qualitative terms. 
Performance standards refer to specific examinations and express the minimum 
performance on that specific test or examination; in this sense they are synonymous to 
“cut scores”. 

There is, however, one major point which needs to be stressed. The CEFR provides the 
content and performance level descriptors (PLDs). The PLDs are given – unlike the 
situation in most standard setting in other contexts, where the PLDs first need to be 
defined.  

This means that the CEFR needs to be referred to at all stages of the linking process as 
illustrated in Figure 2.1 below. 
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Figure 2.1: Validity evidence of linkage of examination/test results to the CEFR 
 

The approach adopted in the Manual is such that thorough familiarity with the CEFR is 
a fundamental requirement.  

Relating an examination or test to the CEFR can best be seen as a process of “building 
an argument” based on a theoretical rationale. The central concept within this process is 
“validity”. The Manual presents five inter-related sets of procedures that users are 
advised to follow in order to design a linking scheme in terms of self-contained, 
manageable activities:  

 familiarisation; 

 specification; 

 standardisation training/benchmarking;  

 standard setting;  

 validation.  
 
It is important to emphasise that the five sets of procedures (or “stages”) are not just 
steps in a linear process undertaken in isolation one after another. It is vital to check at 
the conclusion of each stage that the endeavour is “on track”: that the interpretation of 
levels in the project does indeed reflect the common interpretation illustrated by so 
called illustrative samples. In the case of the revision or development of an exami-
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nation, it is advisable to embed procedures recommended in the Manual at each stage 
of the test development/reform process so that the linking to the CEFR develops in an 
organic, cyclical way as the team becomes more and more familiar with the CEFR – 
and is not left to an external project undertaken by another department or external 
consultant before and after the main project is finished.  

Although they should not be seen as linear steps, the five sets of procedures follow a 
logical order. At all stages it is recommended that users start with the productive skills 
(speaking and writing) since these can be more directly related to the rich description in 
the CEFR, thus providing a clear basis for training, judgments and discussion.  
 
 

2.2. Quality concerns  
 

Linking of a test to the CEFR cannot be valid unless the examination or test that is the 
subject of the linking can demonstrate validity in its own right. A test that is not 
appropriate to context will not be made more appropriate by linking it to the CEFR; an 
examination that has no procedures for ensuring that standards applied by interviewers 
or markers are equivalent in severity, or that successive forms of tests administered in 
different sessions are equivalent, cannot make credible claims of any linkage of its 
standard(s) to the CEFR because it cannot demonstrate internal consistency in the 
operationalisation of its standard(s).  
 
 

2.3. Stages of the process  
 

As mentioned earlier in this chapter, the process of linking a test to the CEFR consists 
of a set of procedures that need to be carried out at different stages:  

 familiarisation (Chapter 3): a selection of training activities designed to ensure 
that participants in the linking process have a detailed knowledge of the CEFR, 
its levels and illustrative descriptors;  

 specification (Chapter 4): a self-audit of the coverage of the examination 
(content and tasks types) profiled in relation to the categories presented in 
CEFR Chapter 4 ,“Language use and the language learner”, and CEFR Chapter 
5, “The user/learner’s competences”. As well as serving as a reporting function, 
these procedures also have a certain awareness-raising function that may assist 
in further improving the quality of the examination concerned. Forms A2 and 
A8 to A20 in Chapter 4 focus on content analysis and the relationship of content 
to the CEFR; 

 standardisation training and benchmarking (Chapter 5): the suggested 
procedures facilitate the implementation of a common understanding of the 
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common reference levels, exploiting CEFR illustrative samples for spoken and 
written performance;  

 successful benchmarking of local samples may be used to corroborate a claim 
based on specification. If the result of the benchmarking process is that 
performance samples from the test are successfully benchmarked to the levels 
that were intended in designing the test, this corroborates the claim based on 
specification;  

 standard setting (Chapter 6): the crucial point in the process of linking an 
examination to the CEFR is the establishment of a decision rule to allocate 
students to one of the CEFR levels on the basis of their performance in the 
examination. Usually, this takes the form of deciding on cut scores, borderline 
performances. The preceding stages of familiarisation, specification and 
standardisation can be seen as preparatory activities that lead to valid and 
rational decisions. Chapter 6 describes procedures to arrive at the final decision 
of setting cut scores;  

 validation (Chapter 7): while the preceding stages of familiarisation, 
specification, standardisation and standard setting can be conceived of as 
roughly representing a chronological order of activities, it would be naive to 
postpone validation activities until everything has been done, and to conceive it 
as an ultimate verdict on the quality of the linking process. Validation must 
rather be seen as a continuous process of quality monitoring, giving an answer 
to the general question: “Did we reach the aims set for this activity?”  

 
 

2.4. Use of the CEFR  
 

A common framework of reference enables different examinations be to related to each 
other indirectly without any claim that two examinations are exactly equivalent. The 
focus of examinations may vary but their coverage can be profiled with the categories 
and levels of the framework. In the same way that no two learners at Level B2 are at 
Level B2 for the same reason, no two examinations at Level B2 have completely 
identical profiles.  
 

2.5. Use of the Manual 
 

The chapters that follow address the different stages in the linking process and for each 
stage a series of procedures are presented from which users can select those most 
relevant or adequate for their context.  

The Manual is not intended as a blueprint for the development of a new examination. 
However, it is intended to encourage reflection about good practice.  
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The Manual presents a principled set of procedures and techniques that provides 
support in what is a technically complicated and demanding process. Informed 
judgment is called for at several stages of the process. The responsibility for designing 
a coherent and appropriate linking process lies with the examination provider 
concerned. This responsibility involves:  

 reflection on the needs, resources, expertise and priorities in the context 
concerned;  

 selection of appropriate procedures from those explained – or others reported in 
the literature;  

 realistic project planning in a modular, staged approach that will ensure results;  

 collaboration and networking with colleagues in other sectors and countries;  

 co-ordination of the participants in the local linking process;  

 thoughtful application of the procedures;  

 reliable recording of results;  

 accurate, transparent and detailed reporting of conclusions.  
 
A claim that a qualification is linked to the CEFR can only be taken seriously if 
evidence exists that claims based on specifications (content standards) and standard 
setting (performance standards) are corroborated through validation.  

 

Users of the Manual may wish to consider, before embarking on the linking project:  

 what the approach proposed means in their context in general terms;  

 what the approach means in their context in more specific terms (time, 
resources, etc.);  

 how feasible the different sets of procedures are in their context in terms of 
time and money;  

 whether to focus in depth on one or two sets of procedures, or apply the 
principles of all five; 

 sets of procedures in a limited way, especially if resources are limited;  

 how they will justify their conclusions to the public and to their professional 
colleagues, authorities such as school principals and inspectors; 

 to what extent linking of the examination or test is required by the law. 
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Chapter 3: Familiarisation  

 

3.1. Introduction 
 

Before undertaking specification and standardisation, it is necessary to organise 
familiarisation tasks to ensure that all those who will be involved in the process of 
relating an examination to the CEFR have an in-depth knowledge of it. In particular, 
while most are familiar with the more global CEFR tables (Table 1: Global scale and 
Table 2: Self-assessment grid), many do not have a clear picture of the salient features 
of the language proficiency in different skills of learners at the different levels. 

In discussing familiarisation, one needs to make a distinction between familiarisation 
with the CEFR itself, with the rating instruments to be used, and with the activities to 
be undertaken. There is no absolute boundary between the end of familiarisation and 
the beginning of specification or standardisation; in each case, the first activities in the 
main task are in effect a continuation of the familiarisation process. 

Another point to keep in mind has to do with the task at hand. One needs to bear in 
mind whether one is talking about a selected panel of experts or a full implementation 
of the CEFR in a team or in a whole institution, and what precise linking activities the 
particular familiarisation session serves as an introduction to. The time that individuals 
will take to complete any familiarisation activity depends greatly on the level of 
familiarity they already have with the CEFR.  

Panellists also tend to be much influenced by local institutional standards intended to 
be at CEFR levels and criterion descriptors for them or locally produced variants of 
CEFR descriptors. In addition, they are often unaware that there is a distinction between 
the level of descriptors for CEFR criterion levels (in all sub-scales plus the summary 
Tables 1, 2 and 3) and the CEFR “plus levels” (only found on sub-scales).  

Bearing these points in mind, this chapter proposes familiarisation activities in the four 
groups outlined below. In the rest of this chapter, these techniques are explained in 
more detail. Users are strongly advised to select activities from each group at the start of 
both the specification process and the standardisation process. 
 
 

3.2. Preparatory activities before the seminar 
 

Organisers of familiarisation activities should be aware of the clear difference between 
a presentation of the CEFR and a familiarisation seminar/workshop. The latter is 
expected to provide participants with sufficient awareness of the CEFR levels to 
analyse and assess test tasks and performances in relation to the CEFR levels. 
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It is highly recommended that the co-ordinator of the familiarisation seminar prepares the 
necessary documents and information that can allow participants to prepare for it, and 
sends a "pre-task pack" (by post or by e-mail) two or three weeks before the seminar.  

After the initial input on the CEFR, either of the following activities can be used as an 
introduction to the seminar proper and as a way of contributing to the cohesion of the group. 
 

a) Reading relevant sections of the CEFR  
 
The task that participants are given is to read about levels in the CEFR in order to be able 
to identify the salient features for each level and in order to ascertain at which level they 
would place the learners they work with (the work done individually before the seminar 
can be taken up at the seminar as an introductory activity and/or as an ice-breaker, 
providing a useful link with pre-seminar work). See Table 3.1 at the end of this chapter. 
 

b) Consideration of a selection of CEFR question boxes 
 
The objective of the exercise is to make the participants aware of the many possible 
facets to consider when developing and analysing test tasks and also of the 
comprehensiveness in scope of the CEFR. 

There are a number of ways in which this activity can be prepared: 

 a checklist like the one focusing on speaking, which is presented below, might 
be photocopied so that participants are led to reflect on the different facets in 
assessing speaking; 

 

Users of the Framework for the purpose of analysing and assessing 
speaking performances may wish to consider and, where appropriate, 
state: 

 how the physical conditions under which the learner will have 
to communicate will affect what he/she is required to do; 

 how the number and nature of the interlocutors will affect 
what the learner is required to do; 

 within which time constraints the learner will have to operate; 

 to what extent the learners will need to adjust to the 
interlocutor's mental context; 

 how the perceived level of difficulty of a task might be taken 
into account in the evaluation of successful task completion 
and in (self-) assessment of the learner's communicative 
competence.  

Relevant/ 
why? 
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the co-ordinators might themselves make a selection of CEFR question boxes
that seem particularly relevant and make up a different checklist, depending on
what skills are to be focused on during the seminar;

the co-ordinators may draw on the work done by the participants in this activity
when discussing the sorting exercises ((f) and (g)) in section 3.4.

c) Accessing the CEFTrain website

The CEFTrain project (https://blogs.helsinki.fi/ceftrain/) developed a selection of 
activities to familiarise teachers with the CEFR levels. It contains exercises with 
the CEFR scales and tasks and performances (for primary, secondary and adult 
sectors) analysed and discussed in relation to the CEFR levels on the basis of the 
agreed ratings of the project members.  

3.3. Introductory activities at the seminar 

The first activity of the seminar will be a brief input session on the relevance of the 
CEFR in the field of testing. After this, the co-ordinator will proceed with one or both of 
the activities below, making sure that participants can draw on the work they have done 
prior to the seminar. 

d) Sorting the text for the different levels in Table 1

This is a good activity to relate the seminar to the work done individually before the 
seminar. 

Participants are presented with a sorting exercise based on the salient
characteristics cells in Table 3.1 below, which simplifies CEFR section 3.6.
Level references should be eliminated so that participants need to read the
descriptors really carefully. The co-ordinator presents the participants with a
sheet containing the 10 descriptors in a jumbled order. The task is to assign the
descriptors to levels A1-C2.

Once the participants have finished this task, and in order to provide the "answer
key", the full Table 3.1 will be distributed.

The co-ordinator then asks the participants to share – in pairs or small groups –
their views on the salient features of each of the CEFR levels. One way to do
this in a concrete fashion is to ask the participants to highlight key elements in
colour.
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e) Self-assessment using CEFR Table 2 
 
This is a particularly good starting point for groups of participants who are already 
familiar with the European Language Portfolio. Table 3.2 at the end of this chapter is 
an important part of the ELP and often referred to as the ELP grid. 

 Participants are asked to self-assess their ability in two foreign languages with 
the ELP grid (Table 3.2 at the end of this chapter). They then discuss this with 
neighbours. The amount of discussion so generated should not be 
underestimated. It is important to guide the discussion in such a way that 
participants become aware of the existence of uneven language profiles and the 
session leader can explain how the CEFR takes into account their existence and 
fosters their recognition. 

 As an alternative, or in addition, participants could be asked to self-assess the 
quality of their foreign language(s): how well they can do what they can do, 
using Table 3 in the CEFR defining each level for linguistic range, grammatical 
accuracy, fluency, coherence and interaction. See Table 3.3 at the end of this 
chapter. 

 
 

3.4. Qualitative analysis of the CEFR scales 
 

Once the introductory activities phase has been completed, the familiarisation phase 
should proceed with discussion of CEFR levels in relation to the descriptors for the 
specific skill concerned.  
 

f)  Sorting the individual descriptors from a CEFR scale 
 
This activity is effective because it forces participants to consider the descriptors in 
isolation from each other as independent criteria. 

 The co-ordinator prepares in advance envelopes for each person or pair. Each 
envelope contains a scale or several scales chopped up into their constituent 
descriptors like strips of ticker tape. If related scales are mixed (for example, 
conversation, informal discussion, turn-taking), it is best to ensure that the total 
number of individual descriptors does not exceed 40. If scissors are used for the 
chopping, it is best to cut twice between each pair of adjacent descriptors, 
discarding the empty middle strip, in order to eliminate "clues" caused by one's 
skill at cutting straight. It is also a good idea to ask the participants not to write 
on the descriptors – so they can be used again. 

 Participants, either individually or in pairs, then sort the descriptors into levels. 
They may start with "A", "B" and "C" and then sub-divide, or go straight to the 
six levels, as they wish. 
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 Then they discuss with neighbouring participants/pairs and reach a consensus. 

 Then they compare their solutions with the right answer. 
 
Provided a consensus-building phase has taken place, the order will normally more or 
less repeat that in the CEFR scales. 
 

g)  Reconstructing CEFR Table 2 
 
This activity is a variant of the previous one, but using CEFR Table 2 (Table 3.2 in 
these Highlights). The chopped-up cells of the table are again best presented in an 
envelope. 

 One can provide an A3 piece of paper, blown up from Table 3.2, but with all the 
cells empty. Participants can then be asked to place the descriptors in the correct 
cells. 

 Symbols for the different skills can be put on the descriptors to save participants 
from wasting time in finding out that "I can use simple phrases and sentences to 
describe where I live and people I know" is intended as a spoken descriptor – 
spoken production. 

 This activity can also be done with only half the cells in the table deleted. This 
is advisable with large groups and also with rooms without big tables. 

 
A combination of this reconstruction activity with a self-assessment of own language 
level ((c), above) is effective if done as follows: 

 Participants, in small groups, carefully read and discuss each descriptor to 
reconstruct the table. The co-ordinator supervises group work and helps to clarify 
doubts about the interpretation of the different descriptors. 

 The co-ordinator distributes a copy of the completed and "whole" Table 3.2 for 
participants to check their reconstruction exercise and to facilitate discussion. 

 Participants are asked to self-assess their own knowledge of foreign languages 
(first individually) and then to discuss it with their group in terms of CEFR levels 
and skills, as these are described in Table 3.2. 

 
 

3.5.  Preparation for rating 
 

The last phase of familiarisation involves preparing the participants in more detail for 
the rating of tasks and performances in the relevant skill(s). 
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h) Reconstructing the CEFR-based rating grid to be used 
 
The exercise is done in exactly the same way as described in (f) (sorting CEFR 
descriptors) above. 

An alternative to the sorting technique with chopped descriptors in an envelope is to use 
a checklist-type form with the levels of the skill descriptors jumbled. The participants 
then have to label each descriptor with its correct CEFR level as described in (d) above. 

The co-ordinator prepares an "answer key" checklist to give to the participants after a 
good number of descriptors have been discussed and "corrected" with the whole group. 
 

i) Illustrating the CEFR levels with student videoed performances 
 
The activity can only be carried out if the co-ordinator has access to the published 
CEFR illustrative sample performances. Care should be taken in selecting those 
performances which are most relevant to the participants in terms of level and age-
group. The suggested procedure is as follows: 

 the co-ordinator plays the selected performance(s) once and asks the participants 
to assign a level to it according to Table 3.l. 

 
Before discussion, participants are given Table 3.3 and are asked to confirm their initial 
level assignment individually. 

 The co-ordinator then fosters discussion in groups of the level(s) assigned in 
relation to the descriptors in Table 3.3. 

 The co-ordinator gives the participants the level assigned to the performance in 
the published video and distributes the documentation for it, which states why 
this is the case, with reference to the descriptors of Table 3.3. 

 

Users of the Manual may wish to consider: 

 how well the overall aims and functions of the CEFR are familiar to the panel; 

 what strategy is needed to consolidate familiarisation with the CEFR; 

 whether panellists should be asked to (re-)read certain chapters/sections in 
addition to CEFR section 3.6; 

 which CEFR question boxes might be most useful; 

 whether a CEFR "pre-task" should be collected and analysed, or done 
informally; 

 which CEFR scales would be best to use for sorting exercises; 
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 whether to use CEFR illustrative samples on DVD at this stage; 

 a method of knowing whether more Familiarisation is needed – e.g. a CEFR 
quiz? 

 whether the outcomes of the Familiarisation phase suggest any changes to the 
planning. 

 
 

Level Salient characteristics: interaction and production (CEFR section 3.6, simplified) 

 
It cannot be overemphasised that Level C2 is not intended to imply native speaker 
competence or even near native speaker competence. Both the original research and a project 
using CEFR descriptors to rate mother-tongue as well as foreign language competence 
(North 2002: CEFR case studies volume) showed the existence of ambilingual speakers well 
above the highest defined level (C2). Wilkins had identified a seventh level of “ambilingual 
proficiency” in his 1978 proposal for a European scale for unit-credit schemes.  

C2 
Level C2 is intended to characterise the degree of precision, appropriateness and ease with 
the language which typifies the speech of those who have been highly successful learners. 
Descriptors calibrated here include: convey finer shades of meaning precisely by using, with 
reasonable accuracy, a wide range of modification devices; has a good command of 
idiomatic expressions and colloquialisms with awareness of connotative level of meaning; 
backtrack and restructure around a difficulty so smoothly the interlocutor is hardly aware of 
it. 

Pr
of

ic
ie

nt
 u

se
r 

C1 
Level C1 is characterised by a broad range of language, which allows fluent, spontaneous 
communication, as illustrated by the following examples: can express him/herself fluently 
and spontaneously, almost effortlessly. Has a good command of a broad lexical repertoire 
allowing gaps to be readily overcome with circumlocutions. There is little obvious searching 
for expressions or avoidance strategies; only a conceptually difficult subject can hinder a 
natural, smooth flow of language. The discourse skills appearing at B2+ are more evident at 
C1, with an emphasis on more fluency, for example: select a suitable phrase from a fluent 
repertoire of discourse functions to preface his/her remarks in order to get the floor, or to 
gain time and keep it whilst thinking; produce clear, smoothly flowing, well-structured 
speech, showing controlled use of organisational patterns, connectors and cohesive devices. 

In
de

pe
nd

en
t u

se
r B2+ 

B2+ represents a strong B2 performance. The focus on argument, effective social discourse 
and on language awareness which appears at B2 continues. However, the focus on argument 
and social discourse can also be interpreted as a new focus on discourse skills. This new 
degree of discourse competence shows itself in conversational management (co-operating 
strategies): give feedback on and follow-up statements and inferences by other speakers and 
so help the development of the discussion; relate own contribution skilfully to those of other 
speakers. It is also apparent in relation to coherence/cohesion: use a variety of linking words 
efficiently to mark clearly the relationships between ideas; develop an argument 
systematically with appropriate highlighting of significant points, and relevant supporting 
detail. 
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Level Salient characteristics: interaction and production (CEFR section 3.6, simplified) 

B2 
Level B2 represents a break with the content so far. Firstly, there is a focus on effective 
argument: account for and sustain his/her opinions in discussion by providing relevant 
explanations, arguments and comments; explain a viewpoint on a topical issue giving the 
advantages and disadvantages of various options; develop an argument giving reasons in 
support of or against a particular point of view; take an active part in informal discussion in 
familiar contexts, commenting, putting point of view clearly, evaluating alternative proposals 
and making and responding to hypotheses. Secondly, at this level one can hold one’s own in 
social discourse: for example, understand in detail what is said to him/her in the standard 
spoken language even in a noisy environment; initiate discourse, take his/her turn when 
appropriate and end conversation when he/she needs to, though he/she may not always do 
this elegantly; interact with a degree of fluency and spontaneity that makes regular 
interaction with native speakers quite possible without imposing strain on either party. 
Finally, there is a new degree of language awareness: correct mistakes if they have led to 
misunderstandings; make a note of “favourite mistakes” and consciously monitor speech for 
it/them; generally correct slips and errors if he/she becomes conscious of them.  

B1+ 
B1+ is a strong B1 performance. The same two main features at B1 continue to be present, 
with the addition of a number of descriptors which focus on the exchange of quantities of 
information, for example: provide concrete information required in an interview/consultation 
(for example, describe symptoms to a doctor) but does so with limited precision; explain why 
something is a problem; summarise and give his/her opinion about a short story, article, talk, 
discussion interview, or documentary and answer further questions of detail; carry out a 
prepared interview, checking and confirming information, though he/she may occasionally 
have to ask for repetition if the other person’s response is rapid or extended; describe how to 
do something, giving detailed instructions; exchange accumulated factual information on 
familiar routine and non-routine matters within his/her field with some confidence. 

In
de

pe
nd

en
t u

se
r 

B1 Level B1 reflects the Threshold Level specification and is perhaps most categorised by two 
features. The first feature is the ability to maintain interaction and get across what you want 
to, for example: generally follow the main points of extended discussion around him/her, 
provided speech is clearly articulated in standard dialect; express the main point he/she 
wants to make comprehensibly; keep going comprehensibly, even though pausing for 
grammatical and lexical planning and repair is very evident, especially in longer stretches of 
free production. The second feature is the ability to cope flexibly with problems in everyday 
life, for example cope with less routine situations on public transport; deal with most 
situations likely to arise when making travel arrangements through an agent or when 
actually travelling; enter unprepared into conversations on familiar topics. 

B
as

ic
 u

se
r 

A2+ 
A2+ represents a strong A2 performance with more active participation in conversation given 
some assistance and certain limitations, for example: understand enough to manage simple, 
routine exchanges without undue effort; make him/herself understood and exchange ideas 
and information on familiar topics in predictable everyday situations, provided the other 
person helps if necessary; deal with everyday situations with predictable content, though 
he/she will generally have to compromise the message and search for words; plus 
significantly more ability to sustain monologues, for example: express how he/she feels in 
simple terms; give an extended description of everyday aspects of his/her environment, for 
example, people, places, a job or study experience; describe past activities and personal 
experiences; describe habits and routines; describe plans and arrangements; explain what 
he/she likes or dislikes about something. 
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Level Salient characteristics: interaction and production (CEFR section 3.6, simplified) 

A2 
Level A2 has the majority of descriptors stating social functions like use simple everyday 
polite forms of greeting and address; greet people, ask how they are and react to news; 
handle very short social exchanges; ask and answer questions about what they do at work 
and in free time; make and respond to invitations; discuss what to do, where to go and make 
arrangements to meet; make and accept offers. Here too are to be found descriptors on 
getting out and about: make simple transactions in shops, post offices or banks; get simple 
information about travel; use public transport: buses, trains, and taxis, ask for basic 
information, ask and give directions, and buy tickets; ask for and provide everyday goods 
and services. 

A1 
Level A1 is the lowest level of generative language use − the point at which the learner can 
interact in a simple way, ask and answer simple questions about themselves, where they live, 
people they know, and things they have, initiate and respond to simple statements in areas of 
immediate need or on very familiar topics, rather than relying purely on a very finite 
rehearsed, lexically organised repertoire of situation-specific phrases. 

B
as
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Table 3.1: Salient characteristics of CEFR levels 
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 Range Accuracy Fluency Interaction Coherence 

C2 
Shows great 
flexibility 
reformulating 
ideas in differing 
linguistic forms to 
convey finer 
shades of meaning 
precisely, to give 
emphasis, to 
differentiate and to 
eliminate 
ambiguity. Also 
has a good 
command of 
idiomatic 
expressions and 
colloquialisms. 

Maintains 
consistent 
grammatical 
control of 
complex language, 
even while 
attention is 
otherwise engaged 
(for example, in 
forward planning, 
in monitoring 
others' reactions). 

Can express 
him/herself 
spontaneously at 
length with a 
natural colloquial 
flow, avoiding or 
backtracking 
around any 
difficulty so 
smoothly that the 
interlocutor is 
hardly aware of it. 

Can interact with 
ease and skill, 
picking up and 
using non-verbal 
and intonational 
cues apparently 
effortlessly. Can 
interweave his/her 
contribution into 
the joint discourse 
with fully natural 
turn-taking, 
referencing, 
allusion-making, 
etc.  

Can create 
coherent and 
cohesive discourse 
making full and 
appropriate use of 
a variety of 
organisational 
patterns and a 
wide range of 
connectors and 
other cohesive 
devices. 

C1 

Has a good 
command of a 
broad range of 
language allowing 
him/her to select a 
formulation to ex-
press him/ herself 
clearly in an 
appropriate style 
on a wide range of 
general, academic, 
professional or 
leisure topics 
without having to 
restrict what he/ 
she wants to say. 

Consistently 
maintains a high 
degree of 
grammatical 
accuracy; errors 
are rare, difficult 
to spot and 
generally 
corrected when 
they do occur. 

Can express 
him/herself 
fluently and 
spontaneously, 
almost 
effortlessly. Only 
a conceptually 
difficult subject 
can hinder a 
natural, smooth 
flow of language.  

Can select a 
suitable phrase 
from a readily 
available range of 
discourse 
functions to 
preface his/her 
remarks in order 
to get or to keep 
the floor and to 
relate his/her own 
contributions 
skilfully to those 
of other speakers. 

Can produce clear, 
smoothly flowing, 
well-structured 
speech, showing 
controlled use of 
organisational 
patterns, 
connectors and 
cohesive devices. 

B2+      

B2 

Has a sufficient 
range of language 
to be able to give 
clear descriptions, 
express 
viewpoints on 
most general 
topics, without 
much conspicuous 
searching for 
words, using some 
complex sentence 
forms to do so. 

Shows a relatively 
high degree of 
grammatical 
control. Does not 
make errors which 
cause 
misunderstanding, 
and can correct 
most of his/her 
mistakes. 

Can produce 
stretches of 
language with a 
fairly even tempo; 
although he/she 
can be hesitant as 
he or she searches 
for patterns and 
expressions, there 
are few noticeably 
long pauses. 

Can initiate 
discourse, take 
his/her turn when 
appropriate and 
end conversation 
when he/she needs 
to, though he/she 
may not always do 
this elegantly. Can 
help the dis-
cussion along on 
familiar ground 
confirming com-
prehension, in-
viting others in, 
etc.  

Can use a limited 
number of 
cohesive devices 
to link his/her 
utterances into 
clear, coherent 
discourse, though 
there may be some 
“jumpiness” in a 
long contribution. 
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 Range Accuracy Fluency Interaction Coherence 

B1+      

B1 

Has enough 
language to get by, 
with sufficient 
vocabulary to 
express 
him/herself with 
some hesitation 
and circum-
locutions on topics 
such as family, 
hobbies and 
interests, work, 
travel and current 
events. 

Uses reasonably 
accurately a 
repertoire of 
frequently used 
“routines” and 
patterns associated 
with more 
predictable 
situations. 

Can keep going 
comprehensibly, 
even though 
pausing for 
grammatical and 
lexical planning 
and repair is very 
evident, especially 
in longer stretches 
of free production. 

Can initiate, 
maintain and close 
simple face-to-
face conversation 
on topics that are 
familiar or of 
personal interest. 
Can repeat back 
part of what 
someone has said 
to confirm mutual 
understanding. 

Can link a series 
of shorter, discrete 
simple elements 
into a connected, 
linear sequence of 
points. 

A2+      

A2 

Uses basic 
sentence patterns 
with memorised 
phrases, groups of 
a few words and 
formulae in order 
to communicate 
limited 
information in 
simple everyday 
situations. 

Uses some simple 
structures 
correctly, but still 
systematically 
makes basic 
mistakes.  

Can make 
him/herself under-
stood in very short 
utterances, even 
though pauses, 
false starts and 
reformulation are 
very evident. 

Can ask and 
answer questions 
and respond to 
simple statements. 
Can indicate when 
he/she is 
following but is 
rarely able to 
understand 
enough to keep 
conversation 
going of his/her 
own accord. 

Can link groups of 
words with simple 
connectors like 
"and, "but" and 
"because". 

A1 
Has a very basic 
repertoire of 
words and simple 
phrases related to 
personal details 
and particular 
concrete 
situations. 

Shows only 
limited control of 
a few simple 
grammatical struc-
tures and sentence 
patterns in a 
memorised 
repertoire. 

Can manage very 
short, isolated, 
mainly pre-
packaged 
utterances, with 
much pausing to 
search for 
expressions, to 
articulate less 
familiar words, 
and to repair 
communication. 

Can ask and 
answer questions 
about personal 
details. Can 
interact in a 
simple way but 
communication is 
totally dependent 
on repetition, 
rephrasing and 
repair. 

Can link words or 
groups of words 
with very basic 
linear connectors 
like “and” or 
“then”. 

 
Table 3.3: Oral assessment criteria grid (CEFR Table 3) 
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Chapter 4: Specification 

4.1. Introduction 
 

This chapter deals with the content analysis of an examination or test in order to relate 
it to the CEFR from the point of view of coverage. This might be done by discussion, 
or by individual analysis followed by discussion. The end product is a claim by the 
institution concerned of a degree of linking to the CEFR based on specification, 
profiling their examination in relation to CEFR categories and levels. 

However, as pointed out in Chapter 2, such a claim makes little sense unless it is 
accompanied by evidence of good practice, internal validity and adequate quality 
procedures for all the steps of the test development and administration cycle.  

The specification procedures outlined in this chapter involve four steps: 

 assuring adequate familiarisation with the CEFR (Chapter 3); 

 analysing the content of the examination or test in question in relation to the 
relevant categories of the CEFR; should an area tested not be covered by the 
CEFR, the user is asked to describe it; 

 profiling the examination or test in relation to the relevant descriptor scales of 
the CEFR on the basis of this content analysis; 

 making a first claim on the basis of this content analysis that an examination or 
test in question is related to a particular level of the CEFR. 

 
The procedures involve three types of activity:  

 familiarisation activities as described in Chapter 3; 

 filling in a number of checklists with details about the content of the language 
examination; 

 using relevant CEFR descriptors to relate the language examination to the levels 
and categories of the CEFR.  

 
This specification process gives examination providers the opportunity to:  

 increase the awareness of the importance of a good content analysis of 
examinations; 

 become familiar with and use the CEFR in planning and describing language 
examinations;  

 describe and analyse in a detailed way the content of an examination or test; 

 provide evidence of the quality of the examination or test; 
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 provide evidence of the relation between examinations/tests and the CEFR; 

 provide guidance for item writers; 

 increase the transparency for teachers, testers, examination users and test takers 
about the content and quality of the examination or test and its relationship to 
the CEFR. The forms to be filled in have an awareness-raising function 
(process) and are also sources of evidence to support the claim made (product). 

 
The procedures that are proposed in this chapter are not the only ones that exist. They 
have been designed for the current purpose. Users may wish to consult other 
procedures published in the literature for relating an examination to a framework 
through descriptive analysis (for example, Alderson et al. 1995: Chapter 2; Davidson 
and Lynch 1993 and 2002; Lynch and Davidson 1994 and 1998). 
 
 

4.2. General description of the examination 
 

The first step in embarking on a linking project is to define and describe clearly the test 
that is going to be linked to the CEFR. This is an awareness-raising process which 
cannot be undertaken by a single researcher or team member. Sometimes, this exercise 
throws up a lack of coherence between official test specifications, which may not have 
been revised for some years, and the test in practice − as represented by forms of the 
test administered in recent sessions. The exercise is certainly easier to complete if 
formal test specifications exist. If they do not exist, the process of completing the forms 
associated with this chapter will help the user to consider aspects that should be 
included in such a specification. 

Section A2 in the appendix of the Manual contains the following forms: 
 

A1 General description of the examination 

A2 Test development 

A3 Marking 

A4 Grading 

A5 Reporting results 

A6 Data analysis 

A7 Rationale for decisions 
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To complete the forms, users should have available both the specification and copies of 
the last three administered test forms. If the subject of the linking project is a suite of 
examinations at different levels, the forms should ideally be completed for each 
individual exam.  

Form A1 asks for definition of the examination purpose and objectives, and target 
population, plus an overview of the communicative activities tested, the different sub-
tests and subsections and the information and results made available to test users. 

Forms A2 to A6 describe the most important steps in the examination cycle. They 
require information about the development of the examination, marking, grading, 
reporting results and data analysis, as described below: 

 the test development process (Form A2); 

 the marking schemes and scoring rules for different sub-tests (Form A3); 

 the grading and standard setting procedures for different sub-tests (Form A4); 

 the reporting of results (Form A5); 

 the analysis and review procedures (Form A6). 
 
Form A7 (rationale) is the opportunity for the examination provider to explain and 
justify decisions. For example: why are these areas tested and not others? Why is this 
particular weighting used? Why is double marking only used in exceptional cases? If 
no profile of results across sub-tests (or skills) is provided, why is this? Is it a reliability 
issue or a policy decision?  

Form A8 then records the institution’s initial estimation of the overall CEFR level at 
which the examination or test is situated.  
 

Initial estimation of overall CEFR level 

 A1 
 
 A2 
 

 B1 
 
 B2 
 

 C1 
 
 C2 
 

Short rationale, reference to documentation 
 
 
 

 
Form A8: Initial estimation of overall examination level 
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The detailed specification process is reported in Forms A9 to A22. Form A23 presents 
the outcome of this specification process as a graphic profile of the examination 
coverage in relation to the most relevant categories and levels of the CEFR. This form 
is discussed with an example in section 4.4.  

The procedures described here have been designed for the Manual. They are, of course, 
not the only ones that have been developed with the aim of specifying examination test 
tasks and users may wish to consult other procedures published in the literature for 
relating an examination to a framework through descriptive analysis (for example, 
Alderson et al. 1995; Davidson and Lynch 2002), or other instruments that exist for the 
content analysis of an examination. 

The procedures should be followed in the same way for both general purpose 
examinations and examinations for specific purposes. The CEFR itself discusses 
domains (public, personal, educational, occupational) and the main reason for the 
grouping of communicative language activities under reception, interaction, production 
and mediation rather than the traditional four skills is precisely because this 
categorisation encompasses educational and occupational activities more effectively. 
 
 

4.3. Available specification tools 
 

There are three different types of CEFR-based tools that are available – in addition to 
the CEFR publication itself, available in 36 languages at the time of writing: 

 the tables and forms in the appendices to the Manual; 

 content analysis grids that offer the possibility to work at the more detailed level 
of individual test tasks, classifying them by standard criteria; 

 reference works for different languages: especially useful for linguistic 
specifications.  

 

4.3.1. Manual tables and forms 
 
This section refers to a set of tables derived from the CEFR descriptor scales, with 
related forms to fill in. Since the CEFR is designed to be comprehensive, the number of 
forms in this section is quite extensive. The forms in this section can be downloaded 
from www.coe.int/lang. 

In case studies piloting the Manual, several users commented that completing these 
forms was a very good way to review and evaluate the coverage of the examination and 
to reassess its fitness for its stated purpose.  
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4.3.2. Content analysis grids 
 
The CEFR content analysis grid for listening and reading and the CEFR content 
analysis grids for speaking and writing have been developed to offer users of the 
Manual an opportunity to operate at a greater level of detail than that provided solely 
by the CEFR sub-scales, and the associated tables in Appendix A of the Manual.  

The CEFR content analysis grid for listening and reading is an online tool that allows 
test developers to analyse tests of reading and listening, in order to relate them to the 
CEFR. Information about each task, text and item in the test is entered into the grid by 
specifying their characteristics (for example, text source, discourse type, estimated 
difficulty level, etc.) from a set of options derived directly or indirectly from the CEFR. 
The analyst must, however, be fully familiar with the CEFR in order to use the grid 
effectively. For further guidance, the system therefore also includes a familiarisation 
component.  

The CEFR grids for the analysis of speaking and writing tasks have also been designed 
to help users to describe the features of their test tasks in relation to the CEFR in a 
standardised way. The grids, to be modified as the need arises, are each available on the 
Council of Europe website. There are two modes for each of the two grids: one for 
analysis and one for presentation/reporting 

The most recent copies of the grids plus illustrative samples using completed grids can 
be downloaded at www.coe.int/portfolio. 
 

4.3.3. Reference works 
 
The content analysis in the specification procedures takes as its main reference point 
the CEFR itself. However, as a common framework the CEFR is by definition 
language-independent. For detailed content specifications for specific languages, the 
reader is referred to the Manual.  
 
 

4.4. Procedures 
 

The procedures involve consulting the CEFR, the appendices to the Manual and other 
sources referred to above, before systematically completing the series of forms 
provided in Appendix A of the Manual, which are also available for download from 
www.coe.int/lang. 
 

1. Selecting the panel: a first step is the setting up of a panel of experts from within 
and (if possible) from outside the organisation or institute and to designate a co-
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ordinator. The group of internal and external experts should consist of 
representatives of the different key stages in language testing development.  

2. Familiarisation: before starting the specification procedures, it is essential that 
the panel becomes familiar with the CEFR itself. Therefore the place to start is 
with the familiarisation activities in Chapter 3. 

3. Selection of approach: afterwards, the group needs to become familiar with the 
different forms and the related tables, plus the other specification tools outlined 
in section 4.2 and take decisions on the approach to be taken and the forms 
and/or grids to be completed. It is not intended that all the forms in Appendix A 
should be completed. It must be stressed that only those forms relevant to the 
content of the examination should be completed; the group selects those forms 
that are relevant for the analysis of the examination in question. To give two 
examples: if an examination consists of only vocabulary tasks, then only the 
relevant forms should be filled in and only the relevant vocabulary range scale 
should be looked at. If an examination measures several linguistic competences 
for different skills, more forms should be filled in and more scales should be 
looked at.  
The minimum standard is that the following forms should be completed: 

  the forms in Phase 1 (general description: A1 to A7); 

  Form A8 (initial estimation of overall examination level); 

  those forms – ranging from A9 to A22 – that are relevant to the 
examination or test tasks in question; 

  Form A23 (graphic profile of the relationship of the examination to 
CEFR levels); 

  Form A24 (confirmed estimation of overall examination level); 

  relevant evidence to support the claim made. 
 

4. Communicative language activities: the forms for communicative language 
activities (Forms A9 to A18) are normally completed first. As has been said 
before, each of these forms can be filled in by the appropriate person in the 
institution involved. However, a more interactive procedure for filling in the 
forms may be desirable. The information provided in the forms will be more 
reliable when more than one person has been involved. So each member of the 
panel fills in one or more of the selected forms. After having filled in the forms, 
the panel meets and comes to agreement on what has been filled in.  

Table 4.1 gives an overview of the forms and related CEFR scales that are 
provided. At the end of most of the forms, users are asked for a comparison of 
the sub-test and the relevant CEFR sub-scale.  
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Form Communicative language activity Form Scale 

A9 Listening comprehension   

A10 Reading comprehension   

A11 Spoken interaction   

A12 Written interaction   

A13 Spoken production   

A14 Written production   

A15 Integrated skill combinations   

A16 Integrated skills   

A17 Spoken mediation   

A18 Written mediation   

 
Table 4.1: Forms and scales for communicative language activities 
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5. Communicative language competence: next, the forms for aspects of 
communicative language competence should be completed (Forms A19 to A22). 
Table 4.2 gives an overview of the different communicative competences for 
which information can be provided. This section is organised in a different way. 
First, the CEFR descriptors are provided in a tabular form. Secondly, users are 
asked to fill in the relevant form on the basis of an analysis of the examination 
or test tasks in question. At the end of each form, users are asked to compare the 
examination with the relevant CEFR scale presented beforehand. A description 
and an indication of the level should be given for each of the aspects of 
competences distinguished in the CEFR that are relevant. The same group of 
experts can complete the forms in an interactive way. 

 
The forms are provided in the following order: 

 reception (Form A19); 

 interaction (Form A20); 

 production (Form A21); 

 mediation (Form A22). 
 
For mediation no CEFR scale is provided. Users are asked to refer to the descriptors for 
reception and production. 
 
 

4.5. Making the claim: graphical profiling of the relationship of the 
examination to the CEFR  

 

Once the examination has been analysed in terms of the categories of the CEFR, the 
result of the content linking should be profiled graphically. This graphical presentation 
profiles the content of the examination in question in terms of the relevant CEFR sub-
scales for communicative language activities and for aspects of language competence 
(see the example of a completed Form A23 below). 
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C2         

C1         

B2.2         

B2         

B1.2         

B1         

A2.2         

A2         

A1         

         

         

Overall Listening Reading Social con-
versation 

Infor-
mation 

exchange 

Notes, 
messages 
and forms

Socio-
linguistic 

Pragmatic Linguistic 

 
Form A23: Graphic profile of the relationship of the examination to CEFR levels 

(example) 
 

On the chart, the Y-axis (vertical) represents the CEFR levels. On the X-axis overall 
language proficiency and communicative language activities and aspects of language 
competence should be represented. Each column should be labelled with relevant 
categories from the CEFR. The cells of the chart that are covered by the examination in 
question should be shaded. If the examination requires a higher level in some 
categories, this is to be shown with shading, as in the example shown above. 

The labelling of the columns on Form A23 will not necessarily be the same as the 
names given to the sub-tests of the examination. Some columns may coincide with sub-
tests, but other columns may also be added. For example, the examination might not 
have a separate sub-test for linguistic competence, but the examination provider may 
wish to indicate to users the level of linguistic competence required. 

The emphasis in the procedures presented in this chapter lies on both process and 
outcome. Users are encouraged to go through a process of content analysing and 
linking. It is strongly advised to reconsider every interim claim that has been made 
during the process. It is quite possible that the initial estimation of the relationship to 
the CEFR that was given in Form A8 will need to be revised. The user should revisit 
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the analysis and make a considered judgment. The estimation (Form A8) is confirmed 
or revised in Form A24. 

The following chapters of the Manual provide instruments to provide further evidence 
for the claim. Further research and in-depth analysis at later stages may cause a change 
to the claims made here. So the accuracy of the claim is subject to an extended process 
of verification that builds an argument. Examination providers are urged to involve 
colleagues in a process of discussion and interaction when completing the process. 
 

Confirmed estimation of overall CEFR level 

 A1 
 
 A2 
 

 B1 
 
 B2 
 

 C1 
 
 C2 
 

Short rationale, reference to documentation. If this form presents a different 
conclusion to the initial estimation in Form A8, please comment on the principal 
reasons for the revised view.  
 
 
 
 
 

 
Form A24: Confirmed estimation of overall examination level 

 

Users of the Manual may wish to consider: 

 whether information or data needs to be collected and/or analysed before 
embarking on the specification stage; 

 whether to use the CEFR content analysis grids; 

 whether all examinations/tests are appropriate for CEFR-linking; 

 whether completing the specification stage suggests any changes in the initial 
planning in the use of the Manual; 

 whether the experience of completing the specification phase suggests 
changes in the existing test that might be taken into account at the next 
planned reform; 

 how they will conclude that specification has been completed successfully. 
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Chapter 5: Standardisation training and benchmarking  

5.1. Introduction  
 

The purpose of the linking process is to enable a categorisation of test takers in terms 
of the proficiency levels of the CEFR, in such a way that this categorisation reflects in 
a truthful way what is meant by the CEFR. If a student is categorised as B1, one has to 
be quite sure that this student is well characterised by the “can do” descriptors for this 
level. This is the basic question of validity and the procedures to follow are referred to 
as standard setting.  

The way that levels are assigned to test takers falls roughly into two broad classes. 
Either the categorisation is based on a single holistic judgment by the teacher or 
examiner, or the test performance results in a numerical score. The former appears 
mainly with productive skills, while the latter is the common situation for receptive 
skills. The distinction, however, is not that clear-cut. In a writing examination two or 
three tasks might be given, and each task can be scored on a number of analytical 
criteria. The sum of the obtained scores by a test taker can then in principle be treated 
in the same way as a score on a reading test with a number of separate items. To avoid 
misunderstandings about this, the two cases will be referred to as indirect test (tests 
with a numerical score) and direct test (holistically rated tests), respectively.  

Direct tests: in holistically rated tests, the judgment on the level (here the six CEFR 
levels) is direct, and therefore it is important to assist raters, assessing performance, in 
giving valid judgments. The main tool used for this special type of standard setting is 
called benchmarking. Benchmarking involves providing one (or more) typical 
sample(s) to illustrate performance at a given level both for standardisation training and 
to serve as a point of reference in making future decisions about performances of 
candidates.  

Indirect tests: for tests with a numerical score, performance standards have to be set. A 
performance standard is the boundary between two levels on the continuum scale 
reported by a test that is represented by a “cut score”. A cut score of 30, for example, 
says that a numerical score of 30 or more indicates performance at a particular level 
(for example, B1) or higher, while a lower score points to a level lower than the level 
of the cut score (here: B1). The process to arrive at a cut score is commonly referred to 
as standard setting. In the case of receptive skills (reading and listening) or underlying 
competences (grammar, vocabulary), cut scores need to be decided upon.  

Both benchmarking and standard setting are procedures that require group decisions, 
which in turn have to be carefully prepared by appropriate training. The main purpose 
of the present chapter is to give guidance for this training.  
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5.2. The need for training  
 

The aim of this section is to describe a series of procedures:  

a) to help panellists to implement a common understanding of the CEFR levels;  

b) to verify that such a common understanding is achieved; and  

c) to maintain that standard over time.  
 
Standardisation training in relation to the CEFR levels involves four steps:  

 carrying out the CEFR familiarisation activities described in Chapter 3;  

 working with exemplar performances and test tasks to achieve an adequate 
understanding of the CEFR levels;  

 developing an ability to relate local test tasks and performances to those levels;  

 ensuring that this understanding is shared by all parties involved and is 
implemented in a consistent fashion.  

 
The appointed co-ordinator must be properly qualified and appropriately prepared to 
conduct the training. 

The order in which the stages of the process are presented is not random. Training with 
spoken and written samples of performance – which are rated directly – is easier for the 
participants than the training with listening and reading items. Listening is the most 
difficult skill to work on and so should be treated last. This order is recommended as 
the most effective, but it will of course be modified according to the needs and 
constraints of the context.  

Once training is completed, and common agreement on the assessment of illustrative 
samples is considered adequate, work with local learner performances can start in order 
to carry out benchmarking (samples of production) or standard setting (for indirect tests 
with a numerical score).  
 
 

5.3. Advance planning  
 

The co-ordinator is responsible for:  

 the rationale to be followed, based upon the related literature; 

 decisions on what types of expertise should be drawn on and who should be 
involved in which roles at which stage;  

 decisions on the size and composition of the panel of judges. Some 12 to 15 
judges can be considered a minimum, and it is a good idea to include panellists 
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external to the institution producing the test in question, and 
experts/stakeholders representing different viewpoints; 

 mobilising for the judging panel(s) local professionals with particular 
experience in:  

- working with the CEFR; 

- producing syllabus and test specifications; 

- assessing productive skills in relation to defined criteria; 

- language test development and item writing; 

- co-ordinating and training groups of teachers or examiners. 
 
 obtaining copies of CEFR illustrative samples, plus their related documentation; 

 the brief for collecting, to a locally defined standard format, the materials which 
will be used:  

- the local scripts of students’ writing and video recordings of students’ 
spoken performances that will be used to benchmark local performances 
to the CEFR illustrative performance samples and the CEFR itself;  

- the local test tasks that will be worked on in the judgment sessions.  
 
 the decision whether to use the CEFR “plus levels” or not. Calibrated 

descriptors are available for levels A2+, B1+ and B2+;  

 the preparation, development and photocopying of the materials to be used in 
the different stages of the process: 

- CEFR descriptors; 

- CEFR tables and rating instruments; 

- selection of illustrative CEFR performance samples and tasks;
 
 

- selection of local performance samples and/or local test items − reporting 
forms and documents to record information on the sessions. 

 
 checking that enough rooms are available to allow for group work and that all 

facilities needed are available – including tables or desks if working with 
writing samples of booklets of reading and listening items;  

 the collection and analysis of data from the training sessions, presentation and 
copying of relevant results (for example, empirical difficulty values of items; 
ratings of other groups with samples) so as to feed these into the sessions if and 
when appropriate;  
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 the organisation of the training sessions themselves in a way best adapted to the 
local context. The co-ordinator will have to decide on the number of participants 
per session as well as on the best timing and organisation. This includes:  

- deciding on who is to be invited (teachers/examiners/item writers) to 
which sessions and whether preparation for the sessions needs to vary 
according to the audience concerned;  

- ensuring the right atmosphere and appropriate grouping;  

- planning enough time (see below) to provide opportunities for extensive 
and in-depth reflection and discussion, which will contribute to achieving 
consensus in judgments; 

- summarising conclusions.  
 
 the organisation of the documentation and reporting of work done at the training 

sessions, in order to give accountability, and to provide support for 
dissemination sessions and follow-up sessions; 

 the planning of continuous verification and ongoing monitoring, dissemination 
and follow-up actions.  

 
 

5.4. Running the sessions  
 

The training should take place in working sessions in which participants are made 
familiar with the CEFR, analyse and assess performances or test items and reach a 
consensus in terms of assigning them to a CEFR level.  

During the sessions, the appointed co-ordinator(s) is (are) responsible for:  

 checking that participants achieve a good background understanding of what the 
CEFR means and the extent to which they are aware of how the CEFR can 
contribute to improve their work. The familiarisation activities in Chapter 3 
should be used for this purpose;  

 ensuring, when rating performance samples, that a logical progression is 
followed in order to reach and reinforce consensus; 

 collecting information and giving feedback throughout, as clearly and 
graphically as possible;  

 checking that an adequate consensus in the interpretation of the CEFR levels, as 
defined in the instructions, has been reached in terms of both the CEFR 
descriptors themselves and also in terms of performances or test tasks that 
operationalise them.  
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After the training, the appointed co-ordinators are responsible for ensuring that all 
necessary materials are available to all the members of the panel before the 
benchmarking/standard setting process starts.  
 

5.4.1. Achieving and verifying consensus  
 
Throughout each session co-ordinators should invite comments and discussion and 
summarise judgments in the way considered most appropriate within the context, in 
order to reach a reliable consensus.  

It should be remembered that, as in any assessor training session, asking trainees to 
estimate the level of an already standardised sample is an exercise with a right answer. 
The correct answer is released only at a later stage by the co-ordinator. Unlike in the 
benchmarking or standard setting activities that follow, at this stage the group is not 
being invited to form a consensus on the level of the sample irrespective of previous 
evidence – but rather to arrive at the pre-established correct answer by applying the 
criteria.  

This requires a certain skill on the part of the co-ordinator: (a) to steer the group 
towards the right answer in these important initial experiences, and (b) to avoid 
publicly exposing participants who are too strict or too lenient in their interpretation 
before they have had a chance to tune into the training – since this may upset them and 
destabilise their later judgments. The amount of time that this process takes should not 
be underestimated. It is essential to invest the necessary time for training before 
moving on to working with local samples.  

The co-ordinator will need to calculate the percentage of participants who agree on the 
different ratings, or inter-rater correlation coefficients. The co-ordinator will need to 
decide whether, on this particular occasion, to share the figure with participants, if he 
or she thinks this will contribute to training and an increased convergence in judgment.  

It is also a good idea to give a graphic presentation of the spread of ratings. 
 
 

5.5. Training with oral and written performances  
 

It may well be that illustrative performance samples and/or test tasks are not yet 
available for the language concerned. In that case, we recommend working with 
samples for a language that the panel has in common − provided panels possess a level 
of proficiency of this language, minimum B2/C1. If this is the case, it will need to be 
reported as an indirect training in the documentation.  

The process starts with the analysis and assessment of CEFR illustrative examples of 
spoken performance and continues (if appropriate) with illustrative scripts of written 
presentations. The majority of the illustrative spoken samples follow a similar format 
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which includes a spoken production phase for each candidate (a sustained monologue 
in which one candidate explains something to the other, who asks questions) followed 
by an interaction phase (in which the two candidates discuss an issue spontaneously).  

For the assessment of writing, it is also important to see samples of both written 
interaction (for example, notes and letters) and written production (for example, 
descriptions, stories and reviews) from a candidate. This is particularly important at 
lower levels.  

It is important to note that in the illustrative samples it is the overall proficiency of the 
candidate deduced from the complete performance that is rated, not the separate 
performances (monologue/interaction) themselves. The documentation gives a 
reasoned argument as to why the candidate is one level and not another level, with 
explicit citation of the CEFR criteria. That is to say, the assessment tasks are designed 
to generate representative, complementary samples of the candidates’ ability to perform 
orally in the language. On the basis of all of the evidence available, the panellist uses 
the generic criterion descriptors to make a judgment on the competence of the 
candidate in as much as this can be deduced from the inevitably limited and imperfect 
sampling. The result – the competence glimpsed through the performance – is 
conventionally referred to in English as “proficiency”.  
 

5.5.1. Spoken performance  
 
For this session, it is essential that participants use an assessment grid made up of 
CEFR descriptors.  

The session is organised in three phases:  

 Phase 1: illustration – the session starts with two or three CEFR illustrative 
performances that the co-ordinator uses to introduce the levels. The co-ordinator 
plays the sample and then invites participants to discuss the performance with 
neighbours. At an appropriate point the co-ordinator should bring the group 
together, and elicit from the group the way in which the performance illustrates 
the level, and why it is not the level described above or below;  

 Phase 2: practice – in a second phase the role of the co-ordinator is to help 
individuals see if they are still tending to be too strict or too lenient. If voting is 
on paper, the co-ordinator will use the collation form to record the ratings onto a 
transparency or on a flip chart. Throughout this phase, the co-ordinator should 
graphically show the participants their behaviour as a group and monitor the 
discussion as discussed above, without embarrassing individuals. If no form of 
anonymous voting is being used, an effective technique here is to listen in to the 
group discussions, and when bringing the whole group together, to elicit “the 
answer” from groups most likely to get it right; 

 Phase 3: individual assessment – the participants rate the rest of the perfor-
mances individually, hand in their rating slips, and then discuss the CEFR levels 
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these performances have been assessed to represent. It is recommended to 
continue to analyse performances in chunks of three performances. In this way, 
the discussion will then be more easily focused on standardisation – rather than 
detailed discussion of the merits of certain performances. The last chunk should 
show good agreement. That is to say, the vast majority of participants should 
agree on the level, with the spread not exceeding one and a half levels.  

The session can end when this degree of agreement within the group is reached and the 
co-ordinator (and the participants) are satisfied with the degree of consensus in 
assessing standardised samples of oral performance. 
 

5.5.2. Written performance  
 
A process parallel to that recommended for spoken performances is recommended:  

 Phase 1: illustration – the session starts with two or three written performances 
that the co-ordinator uses to illustrate the levels. For each sample, at a certain 
point the co-ordinator should bring the group together, and elicit from the group 
the way in which the performance illustrates the level, and why it is not the level 
above or below;  

 Phase 2: practice – in this second phase, the role of the co-ordinator is to help 
individuals see if they are still tending to be too strict or too lenient. If voting is 
on paper, the co-ordinator will use a collation form to record the ratings onto a 
transparency. Throughout this phase, the co-ordinator should graphically show 
the participants their behaviour as a group and monitor the discussion as 
discussed above, without embarrassing individuals. If no form of anonymous 
voting is being used, an effective technique here is to listen into the group 
discussions, and when bringing the whole group together, to elicit “the answer” 
from groups most likely to get it right;  

 Phase 3: individual assessment – the participants rate the rest of the 
performances individually and discuss the CEFR levels these performances have 
been standardised to. 

 
It is recommended to continue to analyse performances in chunks of three 
performances. In this way, the discussion will then be more easily focused on 
standardisation – rather than detailed discussion of the merits of certain performances. 
The last chunk should show good agreement. That is to say, the great majority of 
participants should agree on the level, with the spread not exceeding one and a half 
levels.  

The session can end when this degree of agreement within the group is reached. 
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5.6.  Training with tasks and items for reading, listening and 
linguistic competences  

 

The objective of the activities described in this section is to ensure that panellists can 
relate their interpretation of the CEFR levels to exemplar test items and tasks so that 
they can later build from this common understanding in order to:  

 relate locally relevant test items to the CEFR levels;  

 as added value, gain insights into developing test items that can eventually claim 
to be related to CEFR levels. 

 
The techniques described can be used for test items and test tasks used to evaluate 
receptive skills and – where appropriate – to evaluate other aspects of language use, 
such as grammar and vocabulary. 

Tasks which involve integrated skills (for example, listening to a text and answering 
questions, and then using the information gained to make a summary) will need to be 
considered from the point of view of the difficulty of both the receptive and productive 
aspects of the task. There may be a deliberate difference in the difficulty level of the 
two parts of the task, and this needs to be addressed in training. Item difficulty may 
vary (and be varied systematically, if one so wishes) depending on the read or heard 
text, on the comprehension ability tested and on the response that the test taker needs to 
make to indicate comprehension.  

As with performance samples, training with illustrative tasks and items with known 
difficulty values should take place first and then be followed by the process of 
analysing locally produced items (Chapter 6).  
Training with illustrative test tasks and items includes, in this order:  

1. Becoming fully aware of the range of CEFR sub-scales of descriptors for 
specific areas.  

2. Identifying the content relevance of the tasks analysed in terms of construct 
coverage vis-à-vis CEFR levels and scales.  

3. Estimating the level each task and item represents in terms of the relevant CEFR 
descriptors.  

4. Discussing the possible reasons for discrepancies between estimated and 
empirically established levels. 

5. Confirming the level of difficulty against empirical data.  
 
It is essential to start with the skill of reading. In the same way that it is easier to work 
on spoken and written performance (which can be observed directly) than to work on 
receptive skills (which cannot be observed), it is far easier to work on reading and 
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rereading texts and items in print (that can be seen) than it is to work on listening items 
and texts (which cannot be seen) in several rounds of listening.  

Once the process of assessing items for reading has been completed, organising the 
session for the skill of listening and working with listening texts will be easier, as the 
participants will already be familiar with the task to be done. The co-ordinator needs to 
decide how to organise the sessions and to estimate the duration of the sessions, 
depending on the context and the background of the participants.  
 

5.6.1. Familiarisation required  
 
Even if participants have already attended a general familiarisation session described in 
Chapter 3, a sorting exercise with descriptors for the skill concerned before starting 
difficulty estimation and standard setting is a necessary training exercise.  

The CEFR provides overall, general scales (for example, “Reception”, “Overall reading 
comprehension” and “Overall listening comprehension”), and also specific scales that 
describe different receptive language activities (for example, “Listening as a member of 
an audience”) and strategies (“Identifying cues and inferring”).  
 

5.6.2. Training for standard setting  
 
The standardisation process follows three phases similar to those training procedures 
employed with standardised performance samples:  

 Phase 1: illustration – a first assessment of the level of one text and its 
corresponding tasks and items. This preliminary activity will help the 
participants tune into the CEFR levels for the skill being assessed. 
It is essential to consider both the question of the level of the source text and the 
difficulty of the individual item(s) associated with it. A text does not have a 
“level”. It is the competence of the test takers as demonstrated by their 
responses to the items that can be related to a CEFR level. The most that can be 
said about a text is that it is suitable for inclusion in a test aimed at a particular 
level; 

 Phase 2: controlled practice – once the illustration phase and the initial 
discussion have taken place, different texts with their corresponding tasks and 
items will be assessed by participants, individually, relating them to CEFR 
levels and identifying the CEFR descriptors operationalised by each item/task;  

 Phase 3: individual assessment – the participants continue to work with the rest 
of the items individually and discuss the CEFR levels the items have been 
calibrated to.  

 
Once training (sections 5.4. and 5.5.) is complete and common agreement on the 
assessment of standardised samples and tasks is considered adequate, work with local 
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samples that have previously been collected can start. The following section (5.6) 
provides a step-by-step account of how to proceed for benchmarking local samples of 
speaking and writing. The procedures to follow are very similar to those followed in 
the training (5.4).  

As for establishing cut scores on locally developed tests for reading, listening or 
underlying language abilities, the choice of standard setting procedure(s) from those 
described in Chapter 6 in the Manual (or from other literature on standard setting) will 
influence the procedures to follow. Users of the Manual should read Chapter 6, decide 
on one or more methods, and, following the structure of the training described in this 
section, develop their own context-relevant step-by-step procedures. The extensive 
literature available will be of great help in drawing up the procedures, but the points 
described in the following section for benchmarking in relation to sampling/choice of 
items, data analysis and documentation need to be considered.  
 
 

5.7. From training to benchmarking  
 

The application of the understanding of the CEFR levels to the benchmarking of local 
samples (of spoken or written performance) or local tasks/items (for scored tests for 
listening, reading and linguistic competence) should take place as soon as possible after 
the standardisation training. It is highly recommended that it should take place in the 
same session, in the afternoon or on a second day. The co-ordinator will be the best 
judge of whether this is feasible, or whether it would be better done at a later stage. If 
the sessions with local samples are delayed, then a “tuning-in” phase is recommended, 
showing participants extracts from a couple of the standardised performances rated in 
the previous session, and reminding them of the discussion. 
 

5.7.1. Samples required  
 
It is worth investing time and energy in collecting a representative set of local samples 
of high quality.  

The collection process could be undertaken much in the same way as an item 
production process:  

 definition of the selection criteria;  

 identification of candidate samples;  

 workshop to study and screen the samples for quality;  

 selection;  

 verification of sufficient coverage in the set;  

 supplementation with other samples, if feasible, to “complete” the set;  
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 documentation of features of the samples for benchmarking using a tool like the 
CEFR grids for writing and speaking tasks.  

 
It is essential that the local performance samples to be used for benchmarking include 
different discourse types for the same candidates, covering a range of the activities 
described in the CEFR.  
 

5.7.2. Achieving and verifying consensus  
 
In general, the procedures to be followed are those outlined in sections 5.3 and 5.4 for 
standardisation training with illustrative samples. This will include:  

 using the same rating instruments that were used in training;  

 individual rating followed by small group discussion leading to group 
consensus;  

 discussion of spread across individual ratings and iteration until suitable 
agreement (maximum spread equal to one and a half levels) is reached. 

 
Here an important point to emphasise is that the individual ratings must be recorded 
before any discussion. Actually, experience in the benchmarking seminars that 
produced the illustrative DVDs suggest that it is the spread of ratings that is affected by 
discussion (as outliers conform to the norm), not the mean and hence result. 
Nevertheless, it is the mark of a successful benchmarking seminar that aggregated 
individual judgments and the final consensus should give the same CEFR levels for a 
sample or item. Demonstration of this with uncontaminated data is part of providing 
evidence.  

If agreement is not reached, the co-ordinator should discuss with participants why they 
are having such a problem in contrast to their success with the illustrative samples. The 
co-ordinator will need to make a judgment on the reason for the problem, and take 
appropriate action.  
 

5.7.3. Data analysis  
 
Ratings of the local samples that are the subject of the benchmarking should be 
analysed statistically: (a) in order to confirm the relationship to the levels and (b) in 
order to calculate intra-rater reliability (consistency) and inter-rater reliability 
(consistency).  

The main advantage is that panellists who are inconsistent in their behaviour can be 
identified and they can be excluded from the analysis, if this seems appropriate.  
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5.7.4. Documentation  
 
It is essential that at the end of the session the set of benchmarked samples are filed 
together with the records kept during the session(s). It is very helpful in future training 
if there is detailed documentation – for each extract – on why a particular sample 
represents a certain level. In this respect the documentation provided with the DVDs of 
illustrative samples can serve as a model.  

An audio recording of the discussion in the session can be a useful source for the 
preparation of such notes on each benchmarked sample. The co-ordinator may also decide 
to ask one or more of the participants to assist in taking notes explaining the reason why 
samples were identified as particular levels. These notes could then be standardised into a 
set of coherent documentation and circulated to participants after the session.  
 

Users of the Manual may wish to consider:  

 how they can ensure a balanced and representative panel for the 
benchmarking;  

 how large a panel it is feasible and sensible to have;  

 what overall strategy is likely to be best in the context (in terms of resources, 
planning, implementation and analysis);  

 whether the project will aim to benchmark “local” samples to use as context-
specific illustrative samples in future;  

 how to ensure that such “local” material for benchmarking (and future 
training) purposes is of good quality;  

 what form documentation for the local material should take, and how it will 
be provided;  

 how much training is likely to be needed;  

 whether all participants will need to start from the same point – or whether 
some could be given a more elaborate “pre-task” than the others; 

 whether to use “plus levels” (there are arguments on both sides; what is 
important is not to change approach once the process has started);  

 whether to use standard CEFR-based rating grids or develop other more 
sector-specific CEFR-based instruments; 

 how to publish and/or disseminate the results of the standardisation process in 
the field;  

 how to ensure good “local” dissemination and follow-up. 
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Chapter 6: Standard setting procedures  

6.1. Introduction 
 

The basic output from taking a test is a numerical score. In the case of tests used for the 
receptive skills of reading and listening, this score is usually the number of correct 
responses to each of the items in the test. In the case of productive skills (writing and 
speaking), the task performance is mostly judged on a number of aspects, and for each 
aspect the test taker receives a number of “points” (ranging, for example, from zero to 
four or five). The test score in such a case is the total number of points collected by the 
test taker across all aspects and all tasks he or she has made. Based on this score a 
decision on the examinee’s ability is taken, the main one being a pass/fail decision: has 
the candidate performed satisfactorily on the test?  

If an examination is to be linked to the CEFR another decision has to be made as well, 
the decision whether the candidate has reached a particular CEFR level (for example, 
B2) or not. Both decisions (pass/fail; attainment of a CEFR level) involve the 
determination of a cut score defining a performance standard. In a pass/fail decision, 
the cut score is the minimum score on the test that will lead to the decision “pass”; 
scores lower than the cut score lead to the decision “fail”. Similarly, a cut score for B2 
is the minimum score that will lead to the decision/classification that the ability of the 
candidate is at Level B2 or higher; lower scores are interpreted as “lower than B2” (that 
is, B1 or lower). 

It is possible that more than one standard has to be set for the same test. In linking to 
the CEFR, one might wish, for example, to set a cut score for A2, B1 and B2. It is 
important to understand what is precisely meant by the preceding sentence. A cut score 
is to be conceived as a border between two adjacent categories on some scale. So, the 
example should be understood in the sense that every test taker will be classified either 
as A2, B1 or B2, and hence we need two cut scores: one that marks the border between 
A2 and B1 and one for the border between B1 and B2. In general the number of cut 
scores is one less than the number of classification categories. It must also be noted that 
for the test to be able to distinguish between these three levels, the test must contain a 
sufficient number of items or tasks related to these (three) levels. 

To avoid confusion the levels (the “adjacent categories”) and the cut scores (the 
borders between them), one often denotes the cut scores by naming the two adjacent 
categories. In the example in the last paragraph with three categories, the cut scores 
could be indicated as A2/B1 and B1/B2. One should be careful with the labelling of the 
two extreme categories: labelling the lowest category in the example as A2 could imply 
that any test taker having a score lower than the A2/B1 cut score is at Level A2, 
including the ones having a score of zero. Therefore, it is better to make the label all 
inclusive and to call it, for example “A2 or lower”. Similarly, using “B2 or higher” is 
more appropriate for the highest category in the example. 
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Determining the cut scores or setting the (performance) standards is usually a group 
decision. The group that makes such decisions is normally called a panel. Panel-based 
approaches typically take many days. Most of the time is spent with activities which 
are described in the previous chapters. For linking examinations to the CEFR, 
panellists have to be familiar with the CEFR itself (Chapter 3), they will have to ensure 
that the coverage of the examination itself is related to the CEFR (Chapter 4), and they 
will have to be trained in how to apply the CEFR descriptors to the examination 
(Chapter 5). In the present chapter, the attention is focused on the more formal aspects 
of the group decision making: the kind of judgments made by the panellists, the kind of 
information they have available and the way their judgments are treated and aggregated 
to arrive at single or multiple cut scores. Such procedures have been formalised and are 
known as standard setting procedures. 

Standard setting can have important consequences for individuals and for policy 
makers. It requires careful judgment and this means that standard setting is perhaps one 
of the most complicated procedures in language assessment. It has been said that it is a 
mix of artistic, political and cultural ingredients. Policy makers and examiners should 
make sure that they carefully select and train those involved in standard setting and that 
the procedures that are to be followed are well thought out and closely adhered to. 
 
 

6.2. General considerations 
 

An essential part of any standard setting procedure is the efficient organisation of the 
meetings. Usually, part or all of the familiarisation, specification and standardisation 
phases described in earlier chapters of these Highlights form an organic whole together 
with the standard setting procedures (in the strict sense) that are discussed in this 
chapter. Therefore, the whole procedure is rather demanding and requires efficient 
organisation.  
 

6.2.1. Organisation 
 
Panel-based standard setting procedures usually take two or three days, starting with 
one or more sessions on familiarisation, discussion of the test specification, training 
with illustrative material and a vital step in which all the panel members complete the 
test paper made up by the items or tasks under consideration. After suitable instruction, 
the panel members give their judgments, usually in two or three rounds separated by 
discussion phases and the provision of feedback and additional data. 

In the sessions between rounds, essentially two kinds of information are given. After 
the first round, information is given about the behaviour of the panel members 
themselves, showing that some members give very outlying judgments. This kind of 
information is intended primarily to detect and eliminate misunderstanding of the 
instructions. It is good practice to let panel members discuss this information in small 
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groups. After the second round, a different kind of information is usually given: the 
consequences of the panel’s judgments. This is done by computing the proportion of 
students who would have reached or failed to reach each standard based on the 
provisional cut-offs determined by the result of the previous round.  

Certainly in the case of high stakes examinations it is wholesome to confront panel 
members with the societal consequences of their decisions. It may happen that after 
providing impact information, a number of panel members change their mind and 
become more strict or more lenient, for opportunistic reasons, than they were before. If 
this happens, it does not imply necessarily that their changed opinion is the final 
decision; on the contrary: large shifts in the standards after providing impact 
information should be used for an in-depth discussion with the aim of finding a rational 
and reasonable compromise between two highly different group decisions, and this 
may be sufficient to organise a fourth round of judgments. 

For almost all standard setting procedures described in the testing literature, many 
variations have been tried out, shaped to particular needs or inspired by shortcomings 
in earlier experiences. Some applications exemplify what is essentially the same 
procedure, but may differ in the number of judgment rounds, in the organisation of the 
discussions (plenary versus small groups), etc. To make a judgment on the validity and 
efficiency of any procedure that is applied in any project, it is essential that adequate 
documentation on all steps and procedural details is available. Without such procedural 
detail, professional judgment on the results is difficult and one cannot claim to have 
built an argument. This is all the more pressing now that increasingly students need to 
have proof of their language proficiency in a foreign language if they wish to study 
abroad. Certificates of language proficiency that have not been sufficiently validated 
may not be accepted elsewhere. Standard setting procedures will need to be 
documented for others to be able to judge the quality of the assessment.  
 

6.2.2. Concepts 
 
Recognising that standard setting cannot be carried out properly by just following 
mechanically any particular method, this chapter will provide a discussion of some 
fundamental concepts that come up in various standard setting methods. As standard 
setting contexts vary, this chapter does not advocate the use of any single one of them.  

Sometimes standard setting methods are divided into test-centred and examinee-centred 
methods. Some methods of the latter type use direct judgment of test takers by a rater 
who knows them well. Other methods ask holistic judgments on the “work” from a 
sample of students: their score on a test or examination, an essay or a portfolio. The 
important characteristic of these examinee-centred methods is that specific examinees 
are classified (as passed or failed, or as B1, B2, or as a borderline case) by a holistic 
judgment. 

In test-centred methods, panel members may be asked to make a judgment on each 
item in a test. Such judgments are based on the perceived characteristics of the items by 
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the panel members and the whole procedure can be applied without any empirical data 
from test takers taking the test. However, methods have been developed where the 
distinction between examinee-centred and test-centred methods is less clear. In these 
methods, statistical information is available for the panel members, which derives 
directly from the performance of a group of test takers. Usually, this information takes 
the form of item difficulty estimates. Availability of such information is meant to help 
the panel members and to exempt them from the difficult task to provide difficulty 
estimates based exclusively on the perceived features of an item.  

In this chapter, we will now briefly discuss four examples of methods of standard 
setting: (1) one examinee centred, (2) one test centred that can be applied (with or) 
without any empirical test taking data and (3) a fourth example where panel members 
use a summary of empirical data.  

The quality of standard setting can vary extensively. Whichever method or 
combination of methods is adopted, it cannot be assumed that standard setting has been 
done properly just because certain procedures have been followed. There is a need to 
collect evidence of the quality of the outcomes of the procedures and to report these in 
a sufficiently detailed and transparent manner. This validity-related issue will be 
discussed in the final chapter of these Highlights.  
 
 

6.3. The Body of Work method: examinee centred 
 

The Body of Work method is perhaps the most suitable one for handling holistic 
judgments, although it can be used with any mixture of item types and tasks. Here is a 
brief list of what is needed to apply the method: 

 a collection of the work of a sample of examinees. The total work can consist of 
only answers to multiple-choice questions, or a mixture of multiple-choice 
questions, constructed response questions and essays or even a complete 
portfolio. A necessary condition, however, is that the work (test performance, 
portfolio) has received a numerical score; 

 the sample does not need to be representative for the target population of the 
test. It must, however, cover most of the range of the possible scores, 
independent of the relative frequency of these scores which are available before 
the standard setting; 

 the task for the panel members is to give a holistic judgment on each of the 
work samples presented to them. In the framework of the CEFR, such a 
judgment will be the allocation of the examinees to one of the predefined levels 
one wishes to set the standard for. Suppose one wants to set standards A1/A2 
and A2/B1, then the judgment asked from the panel members is to categorise 
each student’s work either as A1, A2 or B1 (or higher); 
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 all panel members judge the same collection of work samples, in such a way 
that group discussion between rounds makes sense. Typically, the Body of 
Work method needs two rounds, although the need may be felt to add a third 
round; 

 the scores of the sampled works are not known by the panel members; 

 to convert panel judgments into cut scores, one has to apply a special technique, 
called logistic regression. The reason for this is that the sample of works used is 
highly selective, such that applying the usual methods such as taking the 
midpoint between averages may lead to serious biases. 

 
 

6.4. The Tucker-Angoff method: test centred  
 

This is one of the most widely used standard setting methods and many variations of it 
have been proposed.  

A basic concept, which also appears in many other standard setting procedures, is the 
concept of the “minimally acceptable person”, also referred to sometimes as the 
“borderline person”. Where a standard has to be set, for example, for CEFR Level B1, 
a borderline person has the competencies, skills and abilities to be labelled as “B1”, but 
only to such an extent that the slightest decrease in those competencies, skills and 
abilities would suffice in order not to grant this qualification. The task for the panellists 
is to keep in mind such a person or collection of persons during all the judgmental 
work they have to do. 

For each item in the test, the panel members have to give the probability that such a 
borderline person would give a correct answer. As a next step in the procedure, the 
probabilities are summed across items for every rater. One method, often applied in 
practice, is just to take the average of the sums for each rater, and to consider the 
averages of all raters as the standard. This is illustrated in the following table. 
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 Rater 1 Rater 2 … Rater 15 

Item 1 25% 32% … 35% 

Item 2 48% 55% … 45% 

Item 3  33% 38% … 28% 

… … … … … 

Item 49 21% 30% … 35% 

Item 50 72% 80% … 90% 

Average 65% 72% … 78% Standard 75% 

 
Table 6.1: Basic data using the Tucker-Angoff method: percentage chance of correct 

answer by a borderline person 
 

To summarise: three components are essential in the procedure: the concept of the 
borderline person, the assignment of a probability for a correct response for such a 
person (to be given for each item by each of the panel members) and the aggregation of 
the sums of these probabilities across panel members.  
 
 

6.5. The Basket method: test centred  
 

This method requires a comparison of the demands of an item in terms of the “can do” 
descriptors of the CEFR. The basic question asked of the panel members focuses on an 
abstract examinee, having capacities at a certain level. The basic question to be asked 
can be phrased as follows: At what CEFR level can a test taker already answer the 
following item correctly? In other words: what is the minimum CEFR level that is 
required to give a correct response to each task or question in a test? The panel 
members are asked to put each item in a “basket” (this may be a basket, tray or simply 
a pile) corresponding to one of the CEFR levels relevant to the test in question. If an 
item is put in Basket B1, this means that a person at that level should be able to give a 
correct response to this item. Here it is assumed that, if this is the case, persons at 
higher levels should also be able to give the correct response. Notice that this judgment 
does not imply that persons at a lower level should not give the correct response; it 
only means that (in the eyes of the panel member) a correct response should not 
reasonably be required at lower levels. 
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The method to convert judgments to cut scores is based on the reasoning that through 
the outcome of the Basket method, the panel member sets minimum requirements for 
each level. Suppose that for a 50 item test, two items are placed in Basket A1, seven in 
Basket A2 and 12 in Basket B1, then it follows that according to this panel member, 2 
+ 7 + 12 = 21 items should be responded to correctly by anyone who is at Level B1 or 
higher. This number, the minimum requirement, is interpreted as the cut score. 

A small technical note is in order here: it may be the case that a panel member judges 
that an item is so difficult that it cannot reasonably be expected to obtain a correct 
response even at the highest level. For the procedure this means that the item does not 
fit in any of the baskets provided. One can anticipate such a situation by adding an 
extra basket with the label “higher than [C2]”. Of course, if a test aims at Level B1, it is 
not necessary to provide baskets explicitly for all levels. The three highest ones could 
be labelled as “B1”, “B2” and “higher than B2”.  

It may be that the equating of the minimum requirement and the standard leads to 
standards that are too lenient. It might be reasonable to expect that a person at some 
level will also be able to answer correctly some items which are required at a higher 
level. This is not taken into account in the method, but some comparative studies show 
that the Basket method tends to produce lower (more lenient) standards than other 
methods. 
 
 

6.6. The Bookmark method: test centred  
 

This method is applicable for binary items (such as multiple-choice items, yielding 
either a right or a wrong answer) and for constructed responses (CR) or tasks (yielding 
a partial credit in the range 0 to 2 or 0 to 3, for example), which are more likely to 
occur with productive skills. Panel members use the concept of borderline person. For 
multiple standards (as, for example, A1/A2, A2/B1 and B1/B2 for the same test), the 
procedure has to be repeated for each standard.  

Items or tasks are presented to the panel members in increasing order of difficulty. For 
CR responses the task appears several times in the list. For example, if 0, 1 or 2 points 
can be earned on a task, this task appears twice, once as an instance where one can earn 
1 point and once where one can earn 2 points. Panel members have to decide for an 
item whether a borderline person (at the given standard) masters the item or not. If a 
person masters an item, one can expect that he or she will give the correct response 
with a rather high probability. The exact definition of “rather high probability” is in 
principle arbitrary, but in many cases it is set at two thirds, although some authors 
prefer to set it at 50% and others at 80%. In the standard setting literature this mastery 
criterion is referred to as the Response Probability (RP). For RP = two thirds, this 
means that they have to decide whether the borderline person will give the correct 
answer in at least two of the three cases. (If RP = 80%, it is a correct answer in at least 
four of the five cases.) It is important to make sure that panel members understand the 
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notion of RP very well, and special attention to this understanding should be given in 
the training phase. 

The panel members are instructed to start with the lowest standard (for example, 
A1/A2), and go through the booklet from easy to hard, and to decide for each item 
whether the probability of a correct answer is RP or higher. If the answer is affirmative, 
this means that the borderline person masters the item, from the viewpoint of the panel 
member. As the judgments start with the easiest items, it is to be expected that the 
answer will be affirmative for some items in a row, but that at a given item it will be 
judged that the borderline person does not master the item any more. Suppose this 
happens at item 11, then a bookmark (real or symbolic) is placed at that page. As soon 
as this happens, the panel member switches to the next higher standard (A2/B1 in the 
example), and continues the judgmental work from the item where he or she was. 

If there are three standards, then in principle the work ends as soon as the third 
bookmark is placed, and this may be well before the last item. It is good practice, 
however, to urge the panel members to look at all items, and even to consider the 
possibility of replacing earlier placed bookmarks as they continue to proceed through 
the booklet with the items ordered in difficulty. 

In each round, each panel member indicates his or her provisional standard in a table 
like the one displayed in Figure 6.2 for the case in which three standards have to be set. 
The cells with the page numbers have to be filled out by the panel members. It is 
preferable to let the participants indicate two page numbers as in Figure 6.2. The page 
numbers 11/12 for the standard A1/A2 mean that (in the view of the participant) a 
borderline person at Level A1/A2 has a probability of RP or more to answer item 11 
correctly, but not for item 12. 

The information collected after a round is collected by staff members to make 
overviews to be used in the next round or in a concluding session.  

 

Round 1 

Standards A1/A2 A2/B1 B1/B2 

Page numbers 11/12 24/25 38/39 

 
Figure 6.2: Panel member recording form for Bookmark method 
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6.7.  Standard setting across skills 
 

In some settings, the requirement might be to report one single, global result as to an 
examination candidate’s CEFR level, while the examination itself may consist of three 
or more parts, with each of these sub-tests addressing a different skill. One can take 
different viewpoints regarding such a situation. Two viewpoints are discussed: a 
compensatory and a conjunctive approach. It is argued that both approaches, if applied 
to the extreme, can lead to unacceptable results; a reasonable solution in the form of a 
compromise is discussed as well. 
 

Compensatory approach 
 
On the one hand, as an extreme position, one could consider all tasks and items in the 
mixture of skills and apply any of the methods discussed above on the whole collection 
of items and tasks simultaneously. In proceeding this way, one must realise that test 
scores are per definition compensatory in nature, since they are sums of item and task 
scores. Failing on some tasks may be compensated by good performance on other 
tasks. As long as the test is homogeneous with respect to the nature of the tasks, such a 
compensatory mechanism is quite natural, and one does not have to be concerned with 
the precise items and tasks that are solved or failed. 

However, with a more heterogeneous test, this compensatory viewpoint may not be 
adequate. For example, suppose that a certain national examination for English consists 
of a reading test, a listening test, a speaking test and a writing test, with a maximum 
score of 100 points on the four parts taken together. Suppose further that the Body of 
Work method is applied to set standards and that care is taken to collect work samples 
from different regions in the country. If regions differ markedly in their teaching 
investment and/or expertise for one or more of the skills, typical profiles on skills may 
show different patterns across regions. If in some region little attention is paid to 
speaking, even the best students may be characterised by poor speaking and perform at 
the same level as the average student in regions where sufficient attention has been 
given to this skill. Taking all skills together would hide possibly important differences 
in profiles. 

Therefore it is important that a thorough study is undertaken to investigate the extent to 
which a unidimensional approach is appropriate. In addition to studying the structure of 
the different skills, possible differences in structure between schools, regions or 
instruction methods used would have to be examined before a unidimensional approach 
could be justified. If there are in fact marked differences or only moderate correlations 
between the skills, one has to face several problems, two of which we mention here: 

1. A rational decision has to be made on the weighting with which each skill is 
represented in the total score. If there is some legal provision that says, for 
example, that each skill is equally important, then this problem is solved. 
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2. But even with an imposed weighting, one has no guarantee that in examinee-
centred methods such as the Body of Work method, the panel members will 
indeed use this imposed weighting when they have to come to a holistic 
judgment of the student’s level. 

 

Conjunctive approach 
 
The alternative is an approach that takes each skill separately, which implies that 
standard setting is carried out for each skill separately. The conjunctive decision rule 
states that one has globally reached a certain level only if one has reached that level for 
each skill. Applying this rule in all its rigidity may lead to unacceptable results, as a 
student may not be granted Level B1, even if he or she has reached B2 in three of the 
four skills but not the A2/B1 standard for the fourth.  

A compromise between compensatory and conjunctive rules may seem reasonable in 
this context: a general conjunctive rule may be set with some compensatory exceptions, 
as in the example just mentioned, where it may be reasonable to grant Level B1. The 
exact nature of the compensatory exceptions must be considered with care, and a good 
approach is to discuss them with the panel members after they have set the standards 
for each skill separately. 
 
 

6.8. Standard setting and test equating 
 

As standard setting is a rather expensive undertaking, it may be worthwhile to 
investigate possibilities to avoid a lot of the work, certainly in cyclical examinations 
where the test specification tends to be repeated from year to year without major 
modifications. If careful standard setting has been carried out for one year’s form of the 
examination, the results of the standard setting may be transferred as it were to a new 
examination form (for example, for the following year) by applying a technique called 
test equating. Loosely speaking, test equating designates a collection of techniques in 
which for each score in one test an equivalent score in the other test is determined. 
Suppose the standard A2/B1 has been set for the first year’s examination at a score of 
35. If the equivalent score of 35 on the second year’s examination is 37, this 
automatically entails that the cut score for this year is 37. 

To apply equating techniques, there are two issues that call for attention. It is essential 
that the two samples of students taking each examination are comparable in some way. 
Such comparability may be ensured either by using common items in both 
examinations or by taking measures such that the two samples are statistically 
equivalent. Neither approach can be implemented easily in an examination context: 
usually it is not possible to repeat last year’s examination in the current year for reasons 
of secrecy, and equivalence of samples is difficult to obtain, since students usually 
cannot be assigned randomly to either examination. A slightly more able population 
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this year may cause this year’s examination to look easier than it is. If this is not 
recognised, and the two populations are considered as equally able, this will lead to 
strict standards. 

Another issue has to do with the construct validity of both examinations. Although 
using the same specification is a reasonable measure to obtain equivalent constructs, it 
may not be sufficient, as nobody has a complete understanding of the composition of 
the constructs measured by a language examination.  

The safest way to guarantee the validity of transferring standards by equating is to carry 
out standard setting on the new examination anyway, to check whether the standards 
obtained by transferring them through test equation do indeed correspond to the 
standards set by an independent panel of expert judges. 
 
 

6.9. Cross language standard setting 
 

Perhaps the most challenging aspect of linking examinations to the CEFR is to find 
methods that show that examinations in different languages are linked in a comparable 
way to the common standard.  

Although it might be theoretically possible to administer two examinations in different 
languages to the same sample of students, this would presuppose that each student in 
the sample has the same level of competence in both languages, which clearly would be 
nonsense. Therefore, methods must be looked for which assume that any student has 
taken only one of the examinations, treating each student’s performances in different 
languages as those of unrelated candidates. 

To link both examinations to the CEFR, use can be made of plurilingual panel 
members, who can give trustworthy judgments either on the items (in test-centred 
methods) or on students’ work in both languages. The Body of Work method may be a 
good candidate in the latter case. Also test-centred methods, such as the Tucker-
Angkoff method, can be used.  
 
 

6.10. Conclusion 
 

This chapter has given an overview of a number of standard setting procedures, but it 
pretends in no way to be exhaustive. A more comprehensive overview can be found in 
the Manual and in section B of the Reference Supplement. The emphasis in this chapter 
has been put on the feasibility and appropriateness of the selected methods for language 
testing and for linking to the CEFR by stressing a good understanding of the basic 
notions. 
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Of course, during and after the application of the procedures, one needs quality 
monitoring focused on several questions: 

 Has the procedure of standard setting had the effects as intended: was the 
training effective, did the panel members feel free to follow their own insights? 
Similar questions are also relevant here. These are questions of procedural 
validity. 

 Are the judgments of the panel members to be trusted: is each panel member 
consistent with himself or herself across the various tasks he or she has carried 
out; are panel members consistent with each other in their judgments and to 
what extent is the aggregated standard to be considered as the definite standard, 
or do they have some measurement error just like test scores? These questions 
and their answers constitute the internal validity of the standard setting. 

 The most important question, however, is whether the results of the standard 
setting – allocating students to a CEFR level on the basis of their test score – is 
trustworthy, and the basic answer to this question comes from independent 
evidence which corroborates the results of a particular standard setting 
procedure. It is the task of everyone applying such a procedure to provide an 
answer to that question, and this is precisely what is meant by validation. Such 
evidence may come from different sources, such as: 

- cross validation: repeating the standard setting procedures with an 
independent group of panellists; 

- complementary standard setting: carrying out independent standard 
setting using a different procedure that is appropriate to the context; 

- external validation: conducting an independent study to verify the results 
of the standard setting by referencing them to an external criterion. This 
external criterion might be a test for the same skill(s), known to be 
reliably calibrated to the CEFR. However, it might be judgments of 
teachers or learners trained with CEFR descriptors.  

 
All these issues are considered in the next chapter. 
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Users of the Manual may wish to consider: 

 whether specialist support or further reading on standard setting is needed; 

 what method(s) is (are) the most appropriate in their context; 

 whether to adopt an examinee-centred method or a test-centred method;  

 whether to adopt a method judging the difficulty of individual items (Basket 
method) or a method judging the cut score on the reporting scale for the trial 
test (for example, Bookmark, Body of Work methods); 

 whether two methods might be used to validate each others’ results; 

 how panellists will be given “normative feedback” on their behaviour after 
the first round; is electronic votingi feasible?  

 whether difficulty estimates will be available to inform the standard setting 
process;  

 what sort of “impact data” on the effects of provisional standard setting might 
be made available to inform later rounds;  

 what support may be needed in applying the chosen methods. 
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Chapter 7: Validation 

7.1. Introduction 
 

Linking an examination to the CEFR is a complex process involving many steps, which 
all require a professional approach. Validation concerns the body of evidence put 
forward to convince the test users that the whole process and its outcomes are 
trustworthy. Test users are to be understood in a very broad sense; they range from 
students (or their legal representatives, like parents) taking the test, educational and 
political authorities using test results for policy decisions, textbook developers and 
teachers, testing agencies, employers and trade unions, the scientific community 
involved in language testing, and if the stakes are really high, also legal authorities. 
Although these Highlights focus on the linking process in a rather strict sense, 
culminating in the application of one or more standard setting procedures, it would be 
mistaken to assume that the validation process can be restricted completely to the 
activities and outcomes described in Chapters 3 to 6. In the present chapter, most of the 
procedures to be discussed will also be focused on the linking process proper.  

Validity is not a question of all or nothing, but a matter of degree. A report on validity 
will require attention to the many facets involved, putting forward well-considered 
arguments and empirical evidence to underpin any statements and claims to 
generalisability. For this reason, it is indispensable for a good validation study to have 
all activities carefully documented.  
 
 

7.2. Prerequisites: the quality of the examination 
 

Linking a qualitatively poor examination to the CEFR is a wasted enterprise that cannot 
be saved or repaired by careful standard setting. In this section, a number of important 
aspects of the examination itself will be reviewed briefly from the perspective of a 
good linking process. They refer to the content of the examination, its operational and 
its psychometric aspects. 
 

7.2.1. Content validity 
 
Usually, the content of an examination is dictated by curricular prescriptions that leave 
limited room for manoeuvre. Although the CEFR “can do” statements are formulated 
in quite an abstract manner, it may happen that curricular requirements and the way the 
CEFR is articulated conflict. It may happen that some items in the examination are so 
complex that an unambiguous allocation to one of the CEFR levels is impossible, while 
on the other hand, taking away the ambiguity may conflict with curricular require-
ments.  
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To solve this problem, different viewpoints can be taken: 

 The most extreme position is to abstain completely from the linking to the 
CEFR. Although it might not solve problems in the short term, publishing 
arguments may be helpful for a revision or extension of the CEFR, or for a 
revision of the curricular requirements to make them more compatible with the 
CEFR.  

 A more nuanced approach might be to seek for a compromise and to base the 
linking on only part of the examination, leaving out for example 25% of the 
tasks and items used in the examination, because they are difficult to relate to 
CEFR categories or levels. 

 An alternative would be to select a standard setting method which is less 
analytical, for which no reference to specific CEFR descriptors is necessary. 
Some standard setting methods rely on broad, holistic judgments (for example, 
the Body of Work method), whilst others involve global judgments about where 
to place the cut-off between levels on a test, informed by a lot of psychometric 
information (for example, the Bookmark method). Please refer to Chapter 6 for 
more information about this.  

 
Another aspect of the same problem is the extent to which the relevant activities and 
competences described in the CEFR are covered by the examination. The specification 
of the examination (Chapter 4) details what is included in the examination, but not 
what has been left out. Omission of important parts and aspects from the CEFR 
construct can lead to one-sidedness and make claims of generalisability in the linking 
unjustified. It is therefore a good idea to state explicitly what the content coverage 
(content representativeness) of the examination is. 
 

7.2.2. Operational aspects: the pilot 
 
Before an examination is administered in a real examination context, data may be 
collected at several stages. Usually one distinguishes between piloting and pretesting. 

A pilot is usually meant to try out the test material in order to eliminate ambiguities, to 
check on the clarity and comprehensibility of the questions and their rubrics, to have a 
first impression of the difficulty of the tasks and items and to estimate the time load 
involved. Such a pilot can be conducted on a small scale (one or two classes usually 
suffice), but it is useful not to present the material exclusively as a test, but to try to 
elicit as much feedback as possible about the quality of the test material. Qualitative 
methods such as interviews and cognitive labs (a procedure where participants are 
invited to take the test whilst thinking aloud and making explicit the way in which they 
understood the questions, their strategy to answer and the different steps they take) can 
reveal a lot of interesting information about the planned examination, and participants 
in such a pilot can be students and teachers. By good piloting, unpleasant surprises at 
the time of the pretesting and the real examination can be avoided.  
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7.2.3. Operational aspects: the pretest 
 
A pretest is usually designed to get information on the main characteristics of a planned 
examination. Apart from psychometric features, operational characteristics should also 
be observed. A major source of information to be collected in this respect is the time 
allotted and needed for the pretest.  

Apart from being a kind of rehearsal for the examination to come, pretesting also has a 
central function in linking examinations to each other. As examinations tend to be 
unique in composition from year to year and because the target populations have no 
students in common, data from two examinations cannot be meaningfully compared: 
differences in the average score may have been caused by systematic differences 
between the two student populations or by a difference in difficulty between the two 
examinations or by any mixture of these two causes, and there is no way to find out to 
what extent both reasons apply unless the data are linked in some way. 

Because presenting item material to the same students in a pretest and in the 
examination itself has unpredictable consequences due to memory effects, good 
practice will require that pretesting and linking is done two years (or periods) in 
advance of the examination proper. Supposing that the examinations for Year 1 and 
Year 2 are to be linked, then the pretest that links them will have to be organised two 
years in advance of Examination 2, that is, in Year zero. 
 

7.2.4. Psychometric aspects 
 
It is important that the pretest gives sufficient data for approximate psychometric 
characteristics of the examination to be indicated. The first aspects concern 
characteristics at the item level such as the difficulty (p-value) and the discriminatory 
power of the items. If one sticks to indices from classical test theory, one should realise 
that these indices are population dependent, and that their values are only indicative of 
the values in the target population if the pretest sample is representative of this target 
population. Relying exclusively on a number of schools for convenience (for example, 
schools of teachers who are members of the construction team of the test) may lead to 
serious biases. 

Secondly, the reliability of the examination is important to a good CEFR linking 
project, as it has an impact on the accuracy and consistency of the classification to the 
levels of the CEFR. In estimating the reliability, the following should be kept in mind. 
It often happens that the KR20 (or Cronbach’s alpha) are reported as reliability 
coefficients, but these indices are not the reliability, they are lower bounds to the 
reliability and with heterogeneous tests they may substantially underestimate the 
reliability. The Manual gives suggestions on how to best estimate the reliability of 
(heterogeneous) tests. 
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7.2.5. The timing of the standard setting 
 
If linking to the CEFR is high stakes, there will usually not be enough time between 
collecting the data from the examination administration and the release of the results to 
organise a complete standard setting procedure and to assess its validity. 

As it is advisable to use real data from students even in test-centred methods of 
standard setting (see Chapter 6), the time between pretesting and final administration of 
the examination will probably be the time best suited for organising the standard 
setting.  

We will briefly discuss here the consequences of what is sometimes called the pretest 
effect. This term refers to all systematic differences between pretesting and real 
examination, which may influence performances. The main influence probably comes 
from a difference in motivation and all factors directly linked to motivation like 
seriousness of preparation and test anxiety. If the examination is high stakes and the 
pretest low stakes, all these factors may work in the same direction, that of lowering the 
performance in the pretest as compared to the examination. If this is the case, the 
impact data presented to the panel during standard setting will be biased and may have 
a systematic effect on the proposed standards: if panel members consider themselves as 
being too strict as a consequence of this biased information, this may lead to lower 
standards. The Manual gives detailed suggestions on what one possibly could do to 
avoid or control the pretest effect. 
 
 

7.3. Procedural validity of the standardisation training and 
standard setting 

 

In the preceding chapters, a number of procedures have been described to familiarise 
panel members with the CEFR, to understand the specification of the examination, to 
determine useful benchmarks and to set the standards. The standard setting sessions 
themselves then need to start with explanations and instructions so that panel members 
feel confident in completing their tasks. All these procedures can be considered as steps 
following good practice; ignoring them puts the outcomes at risk. Following such 
procedures can be considered as a necessary condition for a good result, or to put it in a 
more direct way: they exemplify the saying “garbage in, garbage out”.  

The validity problem is concerned with the sufficiency of the procedures: if there is no 
training at all in the understanding of the CEFR, one cannot count on achieving a valid 
result. If, on the other hand, the suggested training procedure has been followed, there 
is no guarantee that the result will be successful; training is necessary, but was it 
sufficient? Validation of this aspect involves showing that the training has been 
effective: if one trains people to understand something, one has to show that they really 
do understand it after the training.  
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Other aspects for demonstrating procedural validity are explicitness, practicability, 
implementation, feedback and documentation. 

Explicitness: this term refers to the degree to which the standard setting purposes and 
processes were clearly and explicitly articulated a priori. It means that the whole 
process is defined before it starts, that the steps are clearly described, and that the 
conditions and expected outputs for every step are described as a fixed scenario.  

Practicability: although some procedures are quite complicated, the preparation must be 
practical, such that:  

 the standard setting method can be implemented without great difficulty; 

 data analysis can be addressed without laborious computations. The preparatory 
work must be completed well before the sessions; 

 the procedures are seen as credible and interpretable by non-technicians. 
 
Implementation: this criterion refers to how systematically and rigorously the panel 
was selected and trained, how well the CEFR levels were internalised and how 
effectively the judgment data were dealt with. Information on these points should be 
provided.  

Feedback: this criterion has to do with how confident the panel feels in the standard 
setting process and in the resulting cut scores. Are the panellists happy that they 
achieved the right result? Information needs to be collected and reported.  

Documentation: this has to do with how well the standard setting procedure is 
documented for evaluation and communication purposes. 
 
 

7.4. Internal validity of the standard setting 
 

Questions of internal validity try to answer questions about the accuracy and the 
consistency of the standard setting results. Lack of consistency may be due to a general 
weakness of the method applied or it may be localised within one or two judges or a 
few items. If the weakness is a local one, one might consider removing certain panel 
members from the whole process (or the analysis following it) or basing the linking 
process on a subset of the items and tasks in the test, excluding those that have caused 
problems. 

 In removing judges, one should be careful not to influence the outcome of the 
standard setting in a direction desired by the organiser. If evidence can be found 
that a panel member did not understand the instructions or intentionally ignored 
them, this may be a valid reason to remove this panellist’s data from the 
analysis.  
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 Removing items or tasks is an even more delicate problem. If linking to the 
CEFR is the main purpose of the examination, for example, by applying the rule 
that a fail in the examination is the same as not having reached the standard 
B1/B2, then removing certain items could seriously bias the content validity of 
the test. 

 
Some other issues relate to consistency and accuracy in standard setting procedures: 

 the intra-judge consistency: where indications are sought to show that a single 
judge has been consistent in his/her judgments with other sources of information 
one has about the test; 

 the inter-judge consistency: where one investigates to what extent panel 
members agree with each other in their judgments; 

 the stability of the results, expressed as the standard error of the cut-offs;  

 the accuracy and consistency of the classification based on the standard setting. 
 
 

7.5.  External validation  
 

The main outcome of a standard setting procedure is a decision rule to allocate students 
to a small number of CEFR levels on the basis of their performance in the examination. 
Usually, test performance has been summarised already by a single number, the test 
score. 

In the material presented in these Highlights to the Manual, it has been stressed that the 
procedures to arrive at such a decision rule are complex and time consuming, that there 
are many possible pitfalls, and that the result is never perfect, due to measurement error 
in the test and residual variance in the judgment of the panel members. If all procedures 
have been followed with great care, if the examination has an adequate content validity 
and a high reliability, and if the standard error of the cut scores is low, one might think 
that the job is finished.  

The weak point in such reasoning, however, is that such an outcome depends 
completely on procedures carried out by the same person or group of persons and on 
test data usually collected on a single occasion on a single group of students and using 
a single test or examination. This may be judged as too small a basis to warrant the 
truth, that is, validity, of a claim such as: “if a student obtains a score of 39 or more on 
my test, he can deservedly be considered to be at Level B2”. In general, the weakness 
resides in the contrast between the particularity of the procedures and the generality of 
the claim.  

External validation then aims at providing evidence from independent sources which 
corroborate the results and conclusions of one’s own procedures. Not all evidence 
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provided, however, is independent from the information one has used in the standard 
setting to the same degree, and not all evidence is necessarily equally convincing. 

 Evidence may be provided from the results of the same students on another test 
or assessment procedure, or from results from other students on the same or 
another test. 

 Evidence may be provided from another standard setting procedure using the 
same panel or an independent panel, led by the same staff members or by 
independent staff. 

 
This is a summary of the kind of evidence that might be provided to justify the claim of 
generality emanating from the decision rules of one’s own procedures of linking. One 
could take the attitude “Let’s do it all”, but this is unrealistic because the collection of 
some evidence may be fairly expensive, and not all studies giving corroborating results 
will be equally successful. 

In the Manual some examples of external validation procedures are discussed, and 
arguments as to their limits and persuasiveness (or lack of it) are put forward. A 
general remark is in order here. In test theory, the external validity problem is usually 
approached by showing the correspondence between test results and some external 
criterion. Sometimes, the external criterion measures are considered as absolute in 
some sense. But actually no criterion is perfectly valid. Take educational success as an 
example. Obtaining a master’s degree from university can in general be observed 
without measurement error, as this is mainly a clerical activity. As a criterion of mental 
abilities, a master’s degree is certainly useful but it is not absolute, because some 
students may fail at the university for reasons quite independent of their mental abilities 
and probably some students will succeed undeservedly, as no examination system is 
foolproof. Therefore, it is preferable to consider all criterion measures as fallible in the 
same way that all tests are fallible, that is, part of their variance is unwanted or 
irrelevant for showing the validity of a test procedure, such as the results of a standard 
setting. 
 
 

7.6. Conclusion 
 

The discussion on external validation in this chapter may look disappointing in a 
number of respects, as it does not make a clear distinction between good and bad, and it 
does not give clear prescriptions on what to do in every conceivable situation. 

The reasons for this are twofold: 

Firstly, there is no authority that owns the truth but is refusing to reveal it. Language 
testers are urged to discover this real but unknown truth by an appropriate choice of 
methodological and/or psychometric methods and to report their work so that in the 
(hopefully not so distant) future, we will reach a point where we have approximated the 
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“real truth” so closely that we can consider the problem as solved. In contrast, we 
believe that what constitutes a “B1” is essentially a practical convention, but 
formulated so clearly and consistently that if two language professionals refer to it, 
they mean essentially the same thing, even if their own cultural and linguistic 
background is different and they are referring to different target languages. The CEFR 
constitutes a frame of reference intended to make such statements possible. From the 
perspective of validation studies, this means that every validation study can, in 
principle, offer constructive criticism that may lead to a refined, more elaborated and 
balanced frame of reference. This is true of all empirical testing of hypotheses, 
constructs and theories.  

Secondly, even in the case of a widely agreed frame of reference, the determinants of 
performances on a language test or examination are so varied (and imperfectly 
understood) that any attempt to categorise studies to link performances to the CEFR 
either as clearly good or clearly bad must be considered as simplistic and categorical. 
In reality, we are attempting to develop a system that gives insight into the strong and 
weak points of any such attempt, and as a consequence, it is not realistic to expect a 
definite verdict in any particular case. 

Is this good news or bad news? We think it is just the state of the art. More definite 
conclusions may be drawn from a well-designed meta-analysis, which can summarise 
the results of a large number of well-designed validation studies conducted over the 
next few years. It is the responsibility of the present generation to provide the necessary 
data and documentation for such a meta-analysis to be meaningful.  

Thus, it is to be hoped that many standard setting endeavours, under way or planned in 
the future, drawing on the information provided in the Manual, the Reference 
Supplement and other relevant sources, are conducted and reported in a transparent 
manner. By analysing and comparing them, standard setting know-how will increase, 
the defensibility of decisions on standards will improve and the awareness of the 
consequences of standard setting will be heightened.  
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Users of the Manual may wish to consider: 

 how the required validity evidence can best be obtained; 

 what techniques they will be able to apply and to what extent they may need 
outside technical support; 

 whether they can “build a validity argument” about the quality of the test and 
procedures associated with it (internal validity), the quality of the procedures 
followed in the linking project and in particular in the standard setting 
(procedural validity), and the corroboration of the result from independent 
analyses (external validity); 

 how they ensure that standards are comparable across languages, if this is 
relevant; 

 whether, in particular, there is sufficient evidence supporting the validity of 
the established cut score; 

 how they will make their detailed findings available to professional 
colleagues. 
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Glossary related to linking processes 

Accreditation: The granting of recognition of a test or an examination, usually by an 
official body such as a government department, examinations board, etc.  

Aggregate: To combine two or more related scores into one total score. 

Alignment: The process of linking content and performance standards to assessment, 
instruction, and learning in classrooms. One typical alignment strategy is the 
step-by-step development of (a) content standards, (b) performance standards, 
(c) assessments, and (d) instruction for classroom learning. 

Assessment grid: A set of assessment criteria presented in a tabular format. 

Benchmark: A detailed, validated description of a specific level of student 
performance expected of students at particular ages, grades, or levels in their 
development. Benchmarks are often represented by samples of student work.  

Bias: A test or item can be considered to be biased if one particular section of the 
candidate population is advantaged or disadvantaged by some feature of the test 
or item which is not relevant to what is being measured. Sources of bias may be 
connected with gender, age, culture, etc. 

Borderline performance: A level of knowledge and skills that is just barely 
acceptable for entry into a performance level (e.g., B2-level).  

Classical test theory (CTT): CTT refers to a body of statistical models for test data. 
The basic notion of CTT is that the observed score X obtained when a person p 
is administered form f of test X, is the sum of a true-score component and an 
error component. See also Item Response Theory (IRT). 

Compensatory strategy: A strategy that allows a high level of competence in one of 
the components of the assessment to compensate for a low level of the other 
components. 

Conjunctive strategy: A strategy that requires attaining some predefined minimum 
level of competence for each one of the separate components to allow the final, 
summarized result to be judged as acceptable (sufficient). 

Construct: A hypothesized ability or mental trait which cannot necessarily be directly 
observed or measured; for example, in language testing, listening ability. 

Content standards: Broadly stated expectations of what students should know and be 
able to do in particular subjects and grade levels.  

Content validity: A test is said to have content validity if the items or tasks of which it 
is made up constitute a representative sample of items or tasks for the area of 
knowledge or ability to be tested.  
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Constructed response (CR): A form of written response to a test item that involves 
active production, rather than just choosing from a number of options. 

Cross-language standard setting: A method intended to verify that examinations in 
different languages are linked in a comparable way to the common standards. 

Cross validation: The application of a scoring system derived in one sample to a 
different sample drawn from the same population. 

Cut score (cut-off score): The minimum score a candidate has to achieve in order to 
be assigned to a given level or grade in a test or an examination. 

Decision validity: The degree to which classification decisions will be identical in 
repeated testing with the same examinees. 

Direct test: A test which measures the productive skills of speaking or writing, in 
which performance of the skills itself is directly measured. 

Examinee-centred method: A standard setting method in which someone who knows 
examinees well provides a holistic assessment of the level of their language 
proficiency, for example a CEFR level. 

External validation: Collecting evidence from independent sources which corroborate 
the results and conclusions of procedures used. 

Familiarisation: Tasks to ensure that all those who will be involved in the process of 
relating an examination to the CEFR have an in-depth knowledge of it. 

High stakes testing: A form of testing with important consequences for test takers. 

Holistic judgment: Evaluating student work in which the score is based on an overall 
judgment of student performance rather than on specific separate criteria. 

Indirect test: A test or task which attempts to measure the abilities underlying a 
language skill, rather than testing performance of the skill itself. An example is 
testing writing ability by requiring the candidate to mark structures used 
incorrectly in a text. 

Internal validation: The process of finding out the accuracy and  the consistency of an 
assessment based on the judgments in the test.  

Illustrative samples (benchmarked samples): Examples of student performance that 
have been validated to represent a certain level of performance. 

Inter-rater reliability: The degree to which different raters agree in their assessment 
of candidates’ performance. 

Intra-rater reliability: The degree to which the same rater judges the same 
performance similarly on different occasions.  
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Item Response Theory (IRT): It is a theoretical approach to relating student ability to 
test data; it focuses on the items as opposed to classical test theory (CTT) 
focusing on the test scores. 

Item difficulty: In classical test theory, the difficulty of an item is the proportion of 
candidates responding to it correctly. In IRT it is an estimate of a difficulty of an 
item calculated independently of the population. 

Judge: Someone who assigns a score to a candidate’s performance in a test, using 
judgment to do so. 

KR20: A measure of internal consistency developed by Kuder and Richardson and 
used to estimate test reliability. 

Logistic regression: A statistical technique that yields a formula for translating one of 
more pieces of information (e.g., a person’s test score) into the estimated 
probability of a specified event (e.g., a sample of the student’s work being 
judged as proficient). 

Low stakes testing: A form of testing with less important consequences for test takers. 

The Manual: The document produced by the Council of Europe to provide guidance to 
link tests and examinations to the CEFR. 

Mastery: The indication that the student has met a set of criteria, defined in terms of 
well-defined domains of skills or knowledge. 

Panel: A group of judges. 

Panellist: A member of a group of judges. 

Performance standards: Explicit definitions of what students must do to demonstrate 
proficiency at a specific level on the content standards. 

Performance level descriptors (PLD): Descriptions of standards the students should 
have reached. The level descriptions in the CEFR are examples of PLDs.  

Piloting: A preliminary study through which test developers try out tasks on a limited 
number of subjects in order to locate problems before launching a full-scale 
trial. 

Pretesting: A stage in the development of test materials at which items are tried out 
with representative samples from the target population in order to determine 
their difficulty. Following statistical analysis, those items that are considered 
satisfactory can be used in live tests. 

Procedural validation: Collecting evidence that proper procedures have been used 
during the different stages of standard setting. 

Rater: A person who evaluates or judges student performance on an assessment 
against specific criteria. 
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Rating: The process of assigning a score to performance in a test through the exercise 
of judgement. 

Response probability (RP): In standard setting it is a mastery criterion. In many tests, 
it is set at two-thirds of the maximum score, although some authors prefer to set 
it at 50%, while others at 80%. 

Specification: A stage in the linking process that deals with the content analysis of an 
examination or test in order to relate it to the CEFR from the point of view of 
coverage.  

Test-centred methods: A set of methods where judges estimate, for example at what 
level a test taker can be expected to respond correctly to a set of items. 

Test equating: The process of comparing the difficulty of two or more forms of a test, 
in order to establish their equivalence. 

Test specifications: A description of the characteristics of an examination, including 
what is tested, how it is tested, details such as number and length of papers, item 
types used, etc. 

Transparency: Implies openness, communication and accountability. It is an extension 
of the meaning used in the physical sense (cf. a transparent object can be seen 
through). 
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